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Adversarial Vulnerability 
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Lp Norm Threat Models



L-infinity Adversarial Attack
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L1 Adversarial Attacks 
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Challenges in Robust Training

• L-inf robust models are vulnerable to L1 attacks and vice versa

• To achieve robustness against the union of threat models, prior works 

either use:

• Large number of attack steps for different adversaries

• Fine-tune existing robust models

• For L1 robustness, even certain multi-step adversarial training methods 

susceptible to catastrophic failure



Steepest Ascent in L1 Geometry
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Nuclear Norm Regularization
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Curriculum Scheduling

• In practice, NuAT on its own is not stable enough for L1 training

• We propose to use a Curriculum Schedule to select the nature of 

perturbations during L1 training

• To achieve robustness against the union of threat models, we propose 

to use a Decision function to select adversary generation

• Maintains low compute requirement: single-step attack per minibatch



Catastrophic Overfitting in L1 Training



Stabilized L1 Training with NCAT



ResNet-18 Results on CIFAR-10

Evaluations on Threat models with constraint sets: 𝞮1=	12,	𝞮2=	0.5 and	𝞮∞=	8/255



Stability on Large Networks - WideResNet

Evaluations on Threat models with constraint sets: 𝞮1=	12,	𝞮2=	0.5 and	𝞮∞=	8/255



Results on ImageNet-100

Evaluations on Threat models with constraint sets: 𝞮1=	255,	𝞮2=	1200/255	and	𝞮∞=	4/255



Summary

• Successfully achieves robustness against L1 adversaries in an 

efficient manner

• Extends to robust training against union of threat models

• NCAT requires only a single step attack for multiple threat models

• Generalizes to unseen threat models, even to Perceptual Projected 

Gradient Descent (PPGD) attack
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