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CARD: 
CLASSIFICATION AND REGRESSION 

DIFFUSION MODELS



Modeling 𝑃 𝑦 | 𝑥 instead of 𝔼 𝑦 | 𝑥
How do we model 𝑃 𝑦 | 𝑥 , the conditional distribution of a continuous or 
categorical response variable 𝑦 given its covariates 𝑥, if we are interested in 
more than a point estimate of the conditional mean 𝔼 𝑦 | 𝑥 ?

Potential scenarios:
• Uncertainty estimation plays an important role for the problem in hand
• 𝑃 𝑦 | 𝑥 is multi-modal, e.g., when there are missing covariates in 𝑥



Modeling 𝑃 𝑦 | 𝑥 instead of 𝔼 𝑦 | 𝑥

• CARD
reverse diffusion process
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Regression

Regression toy example scatter plots. 
(Top) left to right: linear regression, quadratic regression, log-log linear regression, log-log cubic regression; 

(Bottom) left to right: sinusoidal regression, inverse sinusoidal regression, 8 Gaussians, full circle.



Regression

Evaluation metric tables of UCI regression tasks. 
(Top to Bottom) RMSE, NLL, and QICE.

QICE: the mean absolute error between the 
proportion of true data contained by each
quantile interval of the generated 𝑦 samples and 
the optimal proportion ⁄1 𝑀 .



Classification

Adaptation for classification tasks:

By assuming the categorical response variables to come from real continuous spaces, we can 
apply the same modeling framework in training and inference for regression and classification:



Classification

• Assess model prediction confidence at the instance level



Classification



• Paper: https://arxiv.org/abs/2206.07275
• Code: https://github.com/XzwHan/CARD
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