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Our main contribution: Operative dimensions as a novel tool to identify
                                       task-specific subspaces in recurrent weight matrices

Unconstrained, vanilla RNN

What happens inside an RNN?
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Which dimension should be remove
from W to change the relevant recurrent 

flow field the most?

argmaxdimension |Δflow field|
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Definition of operative dimensions
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⇒ Low-dimensional subspace is
sufficient for original performance

Operative dimensions identify functionally relevant
subspace in recurrent weight matrix
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More analyses in paper on:
- subspace dimensionality in more complex tasks
- relating functional modules to weight subspaces
- relation of operative dimensions to relevant network axes

⇒ Functionally relevant subspace does not 
explain most of the variance in the weight matrix
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