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What is Universal Domain Adaptation?
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Existing Methods

ignore the intrinsic structure of target domain

learn a not well-generalized model to target domain

deteriorate target representation and model performance

Existing Methods Ours



Existing Methods

very sensitive to threshold values

diverse ratios of common categories
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Optimal Transport (OT)

Common Class Detection

Private Class Discovery
distribution transportation problems&

OT is a promising optimization problem to seek an efficient 
solution for transporting one distribution to another.
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Unified OT Framework for UniDA

Common Class Detection

Private Class Discovery



Inter-domain Partial Alignment 
for Common Class Detection

Target sample confidence score
based on UOT couplings

Source prototype
confidence score

Top confident target samples
detected by statistics mean 

Common Class Detection



Adaptive filling for unbalanced proportion of 
positive and negative

• Negative filling: synthesize fake private feature by mixing up 
target feature and its farthest source prototypes evenly

• Positive filling: reuse filtered confident features obtained by
unfilled CCD

Adaptive Filling

to deal with diverse ratios of 
common categories



Intra-domain Representation Learning 
for Private Class Discovery

global discrimination of clusters local consistency of samples

Private Class Discovery



Experimental Settings

• A new evaluation metric H!−score: 

• accuracy on common class

• accuracy on unknown class

• Normalized Mutual Information (NMI) for target-private clusters
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Comparison with state-of-the-arts

+6%! +3%!

H-score(%) on Office and DomainNet.



Comparison with state-of-the-arts

H!-score(%) on Office and Office-Home.

+7%! +9%!



Ablation study
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Robustness in realistic UniDA

ümore robust!

Ratio of common/source-private/target-private Ratio of common/source-private/target-private



Feature visualization of target domain

ü global discrimination of clusters

ü local consistency of samples

(a) source-only (b) UAN (c) DANCE (d) UniOT



Conclusion

We have proposed to use Optimal Transport to handle common class detection 
and private class discovery for UniDA under a unified framework, namely UniOT.

ü Unified OT framework

ü robust for realistic UniDA, without tuning threshold parameter

ü recognize different categories among target-private samples, learn better target
representation

scan QR code
for more details


