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Probabilistic Circuits (PCs) 

• PC recursively defines distributions 
using sum units, product units, and 
univariate distributions.

• PC is tractable probabilistic models 
allowing for exact and efficient
computation of likelihoods and 
marginals.



Evaluation – Forward propagation 
• Computing likelihood for the 

assignment 𝑝(𝑥!, 𝑥", 𝑥#, 𝑥$)
• We set the values of leaf variables and 

then propagate the values feedforward
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PC: Evaluation and Sampling

Sampling – Backward propagation
• Draw a sample from 𝑝 𝑋!, 𝑋", 𝑋#, 𝑋$
• We start from root note and propagate 

backward



The learning of PCs aims to find good models that can better fit the data,
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PC: Learning

they focus on
• Finding good structures
• Adding more parameters



PC training performance plateaus as model size increases
• The capacity of large PCs are wasted

5

Motivation

Histogram of parameter values for a sota PC 
with 2.18M parameters on MNIST



Many parameters have close-to-zero values, indicating low probabilities
à Pruning less useful edges/parameters

Which edges to choose?
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Method: Pruning



Heuristic #1: edges with smaller parameters
• Naïve
• Parameters only have local probability information

Can we have more global probability information?
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Method: Pruning



Rethinking from PC sampling procedure
• For each sum unit, activating one of its edge/parameter
• Keep track of the probability that each edge gets activated

Heuristic #2: top-down probability
• The probability of reaching an edge in a sampling procedure
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Method: Pruning



Heuristic #3: circuit flow
• Top-down probability conditioned on a given sample
• Aggregate circuit flows over dataset

After pruning,
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Method: Pruning

param. distribution is more balanced actual LL drop are close to circuit flows



Increase PC capacity
à Make noisy copies of existing structures and the parameters

• Applying pruning and growing iteratively for structure learning
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Method: Growing



• MNIST-family image datasets

• Character-level language modeling
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Experiments: Density Estimation



Thank YouThank YouThank You
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