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Knowledge-Aware Bayesian Deep Topic Model

❖ Background And Motivation

★ Most embedded topic models(ETMs) are learned by maxizing the likelihood 

● Purely data-driven, ignoring the easily accessible knowledge graph
● The learned topics sometimes are unfriendly to users

★ While several knowledge-based ETMs have recently been proposed

● Shallow topic structures
● Or ignoring the mismatch issue of the provided knowledge graph 

between the target corpus
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❖ Background And Motivation

★ We first propose a Bayesian generative framework (TopicKG) for incorporating 

domain knowledge into deep topic modeling

★ TopicKG is extended to TopicKGA that allows the given domain knowledge 

to-be-finetuned according to the target corpus
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❖ Topic-KG

★ The generative model of corpus x, and the knowledge graph S and C

Fig1. Overview of TopicKG
★ The ELBO
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❖ Topic-KGA

★ TopicKG requires a perfect topic tree that matches the target corpos, 
however, the knowledge graph may be

(1) noisy   
(2) built on an ad hoc basis
(3) not closely related to the topic discovering task

★ Graph adaptive technique
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❖ Experiment

★ Topic quality
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❖ Experiment

★ Document representation
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❖ Experiment

★ The learned topic hierarchies
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Thank you for listening


