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Introduction

As machine learning systems are increasingly used for automated
decision making with social impact, discrimination across different
demographic groups has become an important concern.
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Introduction

However, in real-world scenarios, due to privacy or legal concern, it
might be infeasible to collect or use the sensitive information.

Under such scenarios, conventional methods on fairness would fail to
work.
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Introduction

Much of current literature on fairness without demographics focuses
on fully supervised setting.

Instead, we consider a more general extension: fairness without
demographics and with partially available labels.

Our goal: contrastive learning method with gradient-based reweighing
to learn fair representations without demographics.
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Method

Contrastive learning:

Lctr (x̃ i ; \) = − log
exp(sim(f\ (x̃ i), f\ (x̃pos

i ))/𝜏)∑
j≠i exp

(
sim

(
f\ (x̃ i), f\ (x̃ j)

)
/𝜏

) .
Max-Min fairness:

l (k, \) =
[
1
k

2N∑︁
i=1

[Lctr (x̃i ; \) − _(k, \)]+ + _(k, \)
]
.

Problem: false negative pairs during sampling
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Method

Instead, we consider to minimize the top-k validation loss:

lval(k, \, 𝜔)

=


1
k

M∑︁
j=1

[
Lcls

(
g𝜔 (f\ (x j)), y j

)
− _val(k, \, 𝜔)

]
+
+ _val(k, \, 𝜔)

 .

\∗(v) = argmin
\

1
2N

[ 2N∑︁
i=1

viLctr (x̃ i ; \)
]
,

v∗, 𝜔∗ = argmin
v≥0,𝜔

lval(k, \∗(v), 𝜔).
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Weight approximation

Estimation via cosine similarity:

ut,i =
(
∇\ lval

t

)⊤
∇\ lt,i .

Intra-batch normalization:

v̂t,i = max
(
ut,i , 0

)
,

vt,i =
2nv̂t,i∑2n

i′=1 v̂t,i′ + 𝛿

(∑2n
i′=1 v̂t,i′

) .
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Theoretical analysis

Assumption
We have the following two assumptions.

1 The partial derivative of validation loss lval with respect to \ is
Lipschitz continuous with constant L, i.e., ∇2

𝜔\
lval and ∇2

\ \
lval

are upper-bounded by L.
2 The contrastive loss l has 𝜎-bounded gradients w.r.t. \.
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Theoretical analysis

Theorem

Under Assumption 1, at iteration t, let the learning rate of contrastive
encoder f satisfies 𝛼1,t ⩽

4𝜎2L
∑

i 𝛽
2
t,i

n
∑

i

(
𝛽2

t,i−2𝛾t,i𝛽t,i
) , and the learning rate of

linear classifier satisfies 𝛼2,t ≤ min

(
2
L ,

∑
i 𝛽

2
t,i

L
∑

i 𝛾t,i𝛽t,i

)
, where

𝛾t,i = ∥∇𝜔 lval
t ∥∥∇\ lt,i ∥, 𝛽t,i =

( (
∇\ lt,i

)⊤ ∇\ lval
t

)
,

then the validation loss will monotonically decrease until convergence.
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Experiments
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Experiments
Fairness-accuracy trade-off:

(a) COMPAS (gender) (b) Adult (gender) (c) CelebA (gender)

(d) COMPAS (race) (e) Adult (race) (f) CelebA (age)

Figure: Pareto frontier on Adult, CelebA and COMPAS dataset.
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Summary

Semi-supervised fair representation learning without demographics

Top-k average loss as surrogate fairness constraint

Gradient similarity based weight assignment

Convergence guarantee
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Thank you
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