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Safe Reinforcement learning

We can model different constraints:
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Unresolved problems:
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Two problems:
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Key observations

Safety constraint tracking is required: Initial safety budget leads to different safety

violations, e.g. in safe pendulum:
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Safety with probability one
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This is a hard to solve bilevel RL problem
and we derive two heuristics:

a) Pl controller based

b) Qlearningbased

200

100

a Safe Pendulum from [1]

Number of violations

Task return

180 4

160
140 4ff

120 4

—— PO PPO
—— PI-Simmer PO PPO
—— Q-Simmer PO PPO

200 400 600 800
epoch
b Returns

Safety budget schedule

80 4

0 200 400 600 800
epoch

¢ Number of violations

200 400 600 800
epoch

d Safety budgets


#
#
#
#

Safety on average for safe pendulum
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Naive scheduling works!
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Safety on average for point and car push
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Conclusion

We argue that the optimal policy must depend
on the safety state to improve safety;

Safety state augmentation and simmering show
superior performance onpendulum swing-up and
safety gym tasks for average constrained

problems

Simmering RL algorithms with probability
one constraints can significantly reduce
safety violations during training in an
online fashion

Please see our paper for unabridged
quantitative results and furtherexperiments
of safety gym environments. Parts of the
illustrations are downloaded from
http://www.freepik.com
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