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Ensemble defenses offer a promising research direction to improve

robustness against such attacks while maintaining a high accuracy

on natural inputs. However, recent state-of-the-art (SOTA)

adversarial attack strategies cannot reliably evaluate ensemble

defenses, sizeably overestimating their robustness.

(a) First, these defenses form ensembles that are notably

difficult for existing gradient-based method to attack, due to

gradient obfuscation

We introduce MORA, a model-reweighing attack to steer adversarial example synthesis by

reweighing the importance of sub-model gradients by their respective “Contribution to the

change of the ensemble loss value” during attack iterations.

 This paper presents the first extensive study

on the robustness of ensemble defenses

under multiple ensemble-forming strategies.

 By reweighing the importance weights of

sub-models to steer adversarial example

synthesis, we show that gradient-based

attacks on ensemble defenses can often be

orders of magnitude faster, while enjoying a

higher success rate.

 Empirical results on a wide variety of

different ensemble defenses show that

MORA outperforms competing attacks in

both performance and convergence rate.

 Misleading a minority of sub-models is

sufficient to fool the ensemble.

 Summing by logits is the simplest yet most

robust way to form ensembles.

(b) Second, ensemble defenses

diversify sub-model gradients,

presenting a challenge to defeat all sub-

models simultaneously, simply

summing their contributions may

counteract the overall attack objective;

yet, we observe that ensemble may still

be fooled despite most sub-models

being correct.


