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Siamese Network and Collapse
ØComplete Collapse

ØDimensional Collapse

Ø Simaese Network
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Whitening loss

Ø Structure of whitening loss:  

ØLoss function:  



Motivations of whitening loss

Ø Motivations of whitening loss:
1. Whitening operation can remove the correlation among axes

2. A whitened representation ensures the examples scattered in a spherical distribution



Are motivations of whitening loss correct?

Ø However, PCA Whitening Fails 
to Avoid Dimensional Collapse

Ø PCA Whitening (can also remove the correlation among axes)

ü A PCA whitened representation also ensures the 
examples scattered in a spherical distribution



Are motivations of whitening loss correct?

ØWhitened Output is not a Good Representation. 

The normalized stable-rank of  � is always 100%



Ø We can prove 

Analysing Decomposition of Whitening Loss

Ø Whitening loss:

Ø A proxy loss:
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Minimizing ℒ1′ only require the embedding �1 being full-rank, not whitened



Connection to Soft Whitening

Ø VICReg:
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Ø Whitening loss:

�

encoder

encoder

Pro

Pro

whitening

whitening

��

��

��

��
similarity

��

��

Full rank penalty

Full rank penalty

Whitening 
penalty



Connection to Asymmetirc Methods
Ø Whitening loss:

Ø SimSiam:



Connection to Other Non-contrastive Methods
Ø Whitening loss:

Ø SwAV:

Equal-partition &
 high-entropy constraints

Whitened constraints



Why PCA Whitening Fails to Avoid Dimensional Collapse?

Ø PCA whitening:  volatile sequence of whitened targets



Why Whitened Output is not a Good Representation?

ØA whitened output leads to the state that can break the potential 
manifold the examples in the same class belong to

Similarity decreases when 
extent of whitening increases



 Channel Whitening (CW) 
ØBatch whitening (BW)
• ���������:  �� = � ∙ (� − 1

�
1 ∙ 1�)

• � = 1
�−1

�� ∙ ���

• � = � ∙ ��
 requires m > d to avoid numerical instability.
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ØChannel whitening (CW)
• ���������:  �� = (� − 1

�
1 ∙ 1�) ∙ �

• � = 1
�−1

��� ∙ ��
• � = �� ∙ �

can obtain numerical stability when the batch size is small, since 
the condition that d > m can be obtained by design.



Random Group Partition (RGP)
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Random Group Partition (RGP)



 Experiments for Empirical Study
ØExperimental Setup for Comparison of Baselines



 Experiments for Empirical Study
ØExperimental Setup for Large-Scale Classification



 Experiments for Empirical Study
ØTransfer to downstream tasks



Thank you

https://github.com/winci-ai/CW-RGP

ØTake Away
ØAn in-depth analysis in whitening loss
ØAn effective SSL method: CW-RGP

https://github.com/winci-ai/CW-RGP

