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Background

►Bilevel optimization can effectively solve the problems 
with a hierarchical structure.

► So it recently has been widely used in many machine 
learning tasks such as hyper-parameter optimization, 
meta learning and reinforcement learning.
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Background

► For example, the hyper-representation learning could be 
seen as a generalized meta learning, defined as:
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Bregman Distance
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Experimental Results

(1) Data Hyper-cleaning
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Experimental Results
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Experimental Results

(2) Hyper-representation Learning
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Experimental Results
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Conclusions

►1) We proposed a class of enhanced bilevel optimization 
methods based on Bregman distance.

►2) We provided a comprehensive convergence analysis 
framework for our methods, and proved that our methods 
achieve a lower computational complexity than the best 
known results.
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Thanks!
Q&A


