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Integrated circuits (ICs) are extensively used in modern electronic 

products like computers, smart-phones, and cars.

Due to the rapid growth in the scale of circuits, deep learning technologies 

have been widely exploited in Electronic Design Automation (EDA) to:

• speed up circuit design

• save labor costs

Deep Learning for EDA
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Target of Circuit Prediction Task

• to find defected circuits early

• to guide circuit design

Circuit Prediction Task

predict properties in early stages

(congestion, wire-length, …)

Neural Networks
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Challenges of Circuit Prediction Task:

• Complex and variant information underlying under different stages

• Generalize/transfer across tasks

Circuit Prediction Task

Netlist

Layout

Topological Information

Geometrical Information

represented as

containsphysical design step

represented as
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Circuit Prediction Task

pix2pix [8]

unaware of topology

CongestionNet [5]

unaware of geometry

LHNN [14]

requires geometry

Challenges of Circuit Prediction Task:

• Complex and variant information underlying under different stages

Existing methods are stage-specific:

• focus on either topological/geometrical information

• not compatible with circuits on logic synthesis stage
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Challenges of Circuit Prediction Task:

• Complex and variant information …

• Generalize/transfer across tasks

Circuit Prediction Task

Neural Networks

Netlist

Layout

input

predict

Congestion

Wire-length

Other tasks…
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Challenges of Circuit Prediction Task:

• Generalize/transfer across tasks

Existing methods are task-specific:

• focus on one (or few) prediction task(s)

• task-specific modules stifle knowledge transferring among tasks

Circuit Prediction Task

CongestionNet [5]

LHNN [14] Congestion

Wire-length

used to predict

Net2 [12]
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We propose a circuit representation framework:

• Data structure: Circuit Graph

• Neural network: Circuit GNN

The solution is VERSATILE:

• stage-adaptive

• can exploit and fuse topological/geometrical information

• compatible with circuits in logic synthesis/placement stages

• task-adaptive

• can be used to solve various circuit prediction tasks

• can transfer knowledge learned from one task to others

Circuit Prediction Task
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Heterogeneous graph with two types of edges:
• topo-edges: topological connections between cells and nets

• geom-edges: geometrical adjacencies among cells (absent for logic synthesis circuits)

Circuit Graph
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Multi-layer message-passing & fusing:
• Pass topological/geometrical messages and fuse them at the end of each layer

• Only pass topological message for logic synthesis circuits

Circuit GNN
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Experiments

Congestion prediction results in logic/placement stages:
• Our solution is both efficient and effective

• Our solution is adaptive to both stages, whether or not geometry is available
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Experiments

Congestion prediction results in placement stage (visualized):
• Our solution has clearer decision boundary
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Experiments

Net wire-length prediction results in placement stage:
• Our solution is also efficient and effective

• Our solution is much better than LHNN, which is especially designed to predict congestion
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Experiments

Transfer task (congestion -> wire-length):
• LHNN/Ours: trained on wire-length task

• LHNN/Ours(evaluate): trained on congestion task and evaluated on wire-length task

• the regressor is re-trained, similar for (fine-tune)

• LHNN/Ours(fine-tune): trained on congestion task and fine-tuned on wire-length task
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Limitation & Future Work

1. There is still a gap between the novel machine learning algorithms 

and their application in commercial tools.

2. Our solution is only applicable to netlists (in logic synthesis stage) 

and layouts (in placement stage), while data-flow graphs or And-

Inverter Graphs (AIGs) in other stages are not supported.
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