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Point Cloud Completion
● Point clouds from sensors are usually occluded or broken
● Point cloud completion：repairing the incomplete point cloud
● Making further applications easier (e.g. Object detection, 

Semantic segmentation)
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Goal
● Point cloud semantic completion 

○ Input both point cloud coordinates and per-point semantic part label
○ Predict both complete point cloud and semantic segmentation
○ Semantic Part：back, seat, handle, and leg for chairs, etc.
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Method -- Overview
● Transformer-based Encoder-Decoder structure

○ Input(Xin)：3-D coordinate + 1-D semantic part label of partial point cloud
○ Output(Xout)：Complete point cloud + semantic segmentation
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Method -- Encoding

3D coordinates+ 1D 
semantic label for learning Semantic 

Prototypes 5

● Encoder：Encode input point cloud as 
Semantic Prototypes and Point Features

semantic prototypes point features



Method -- Encoding
● Encoder：Encode input point cloud as 

Semantic Prototypes and Point Features
● Semantic VAE: Learns feature distribution 

for each semantic part
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Method -- Encoding
● Encoder：Encode input point cloud as 

Semantic Prototypes and Point Features
● Semantic VAE: Learns feature distribution 

for each semantic part
● Ratio Predictor：

predict rout to prevent over-dense or sparse 
semantic parts
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Method -- Decoding
● Decoding：using point features, semantic prototypes and rout to generate Xout
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Method -- Decoding
● Decoder：random sample noise 

from N~(0,I), denormalized by 
Semantic Prototype and generate a 
coarse completion (Xc)
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Method -- Special Property
Varying resolution

○ Repeating the sampling and Decoding stage can directly increase the resolution of 
output point cloud, achieving varying resolution
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Point Cloud Completion Dataset
● Subset of ShapeNet：

○ 5 different categories, each with 3~4 of semantic parts
○ Partial point cloud：rendered from eight different views
○ Complete point cloud：each with 16384 points
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Dataset: Angel X Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qixing Huang, Zimo Li, Silvio Savarese, Manolis Savva, Shuran Song, Hao Su, et al. Shapenet: An information-rich 3d model repository.
arXiv preprint arXiv:1512.03012, 2015. https://arxiv.org/abs/1512.03012  

Aiplane Car Chair Lamp Table

https://arxiv.org/abs/1512.03012


Quantitative Comparison
● Compare with current state-of-the-arts
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[2] Xin Wen, Peng Xiang, Zhizhong Han, Yan-Pei Cao, Pengfei Wan, Wen Zheng, and Yu-Shen Liu. Pmpnet++: Point cloud completion by transformer-enhanced 
multi-step point moving paths. IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), 2022.
[3] Pan, L., Chen, X., Cai, Z., Zhang, J., Zhao, H., Yi, S., & Liu, Z. Variational Relational Point Completion Network. In Proc. CVPR, 2021.
[4] Yu, X., Rao, Y., Wang, Z., Liu, Z., Lu, J., & Zhou, J. Pointr: Diverse point cloud completion with geometry-aware transformers. In Proc. ICCV, 2021.
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Qualitative Comparison of Completion Results
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Qualitative Comparison of Segmentation Results
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Surface Reconstruction (Mesh)
● Generate high resolution results via the Varying Resolution property
● Preserve more details for the reconstructed mesh objects 
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Part-wise Manipulation

● Achieve part-wise manipulation by interpolating between specific semantic 
prototypes of two different objects.
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Real-world LiDAR Point Cloud Completion (KITTI dataset)
● Semantic labels of real-world LiDAR point cloud are not available
● Complete the point cloud after passing through a pre-trained segmentor

17Ref: Andreas Geiger, Philip Lenz, Christoph Stiller, and Raquel Urtasun. Vision meets robotics: The kitti dataset. The International Journal of Robotics Research, 2013.
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