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Background: Transformers

Transformers treat input as a sequence of patches and processes with a Transformer encoder.

Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. ICLR 2021. 
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Background: Transformers

The efficiency bottlenecks greatly hamper the massive deployment to resource-constrained edge devices.

Yuan et al. Tokens-to-token vit: Training vision transformers from scratch on imagenet. CVPR 2021.
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Background: Binary Quantization

Binarize weights enable to replace the multiply-accumulate operations with energy-efficient accumulations.
(a) Rastegari et al. XNOR-Net: ImageNet Classification Using Binary Convolutional Neural Networks. ECCV 2016.
(b) Han et al. EIE: Efficient Inference Engine on Compressed Deep Neural Network. ISCA 2016.
(c) Mark Horowitz. 1.1 computing’s energy problem (and what we can do about it). ISSCC 2014.
(d) Lian et al. High-performance FPGA-based CNN accelerator with block-floating-point arithmetic. VLSI 2019.

Table. Energy cost for different operations (on 45nm CMOS technology.
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Background: Limitation of Binary Quantization

Liu et al. Supervised hashing with kernels. CVPR 2012.

Limitation: Binary quantization can not well preserve the similarity relations among tokens in attention. 
Solution: Learn kernelized hashing to map the queries and keys into low-dimensional binary codes 

while preserving the similarity relations in Hamming space.
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EcoFormer

q Utilize kernel-based linear attention reduces the time complexity from                to             .

q Use self-supervised kernelized hashing to map the queries and keys to compact binary codes.

q Replace most of the energy-hungry floating-point multiplications with energy-efficient additions.
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EcoFormer

Hash function:

Objective for hash function learning:

where
Similar pairs of tokens

Dissimilar pairs of tokens
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Results on ImageNet-1k Table. Main results on ImageNet-1K. 

q Our EcoFormer achieves lower computational complexity, less energy consumption and higher 

throughput with comparable performance.
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q Our EcoFormer saves around 94.6% multiplications, 93.7% additions and 94.5% on-chip energy 

consumption compared with standard multi-head self-attention.

Results on LRA
Table. Comparisons of different methods on Long Range Arena (LRA). 

(a) Choromanski et al. Rethinking attention with performers. ICLR 2021.
(b) Wang et al. Linformer: Self-attention with linear complexity. ArXiv 2020.
(c) Kitaev et al. Reformer: The efficient transformer. ICLR 2020.
(d) Ren et al. Combiner: Full attention transformer with sparse computation cost.. NeurIPS 2021.
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q Our EcoFormer with lower energy cost consistently outperforms Bi-EcoFormer on different frameworks.

q Our proposed self-supervised hash functions preserve the pairwise similarity of attention.

Quantization vs. hashing

Table. Performance comparisons with different binarization methods on CIFAR-100.

Hubara et al. Quantized neural networks: Training neural networks with low precision weights and activations. JMLR 2017.
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Thanks for Watching
Please refer to our paper and code for more details

Paper Code


