


CLIP:  400 million image-text pairs

DALL-E: X million image-text pairs

BASIC: 6.6 billion image-text pairs

Imagen: Y million image-text pairs

Large datasets are key to recent 
advances in multimodal learning

However, none of these training sets are publicly available.



What is LAION-5B?
● 5.85B Image - Text - Pairs

 
● filtered with OpenAI CLIP B/32 & mCLIP 

● all en samples cos similarity >0.28 between image & text 
embeddings (>0.26 with mCLIP for non en samples)

● Source: Common Crawl

● KNN - Index

Community project



Why

Empower independent researchers & ML practitioners to

● Study training of large multi-modal models like 

CLIP, Stable Diffusion, Make-a-Video, ...

 
● easily create domain specific datasets

● study potentials and pitfalls of large-scale crawled data









Safety

● NSFW: 

https://github.com/LAION-AI/CLIP-based-NSFW-Detector

● Offensive Content:

https://arxiv.org/abs/2202.06675 

● Watermark detection: 

https://github.com/LAION-AI/watermark-detection

https://github.com/LAION-AI/CLIP-based-NSFW-Detector
https://arxiv.org/abs/2202.06675
https://github.com/LAION-AI/watermark-detection


Watermark detection



Training on Supercomputers 

● JUWELS Booster: Juelich Supercomputing 

Center, Helmholtz Society, Germany: ca. 4k A100 

● Stability AWS Supercomputer: ca. 4k A100





Get it - Use it - Improve it

● https://laion.ai/blog/laion-5b/ 

● https://github.com/rom1504/img2dataset 

● https://github.com/rom1504/clip-retrieval

● Dataset exploration: https://knn5.laion.ai  

https://laion.ai/blog/laion-5b/
https://github.com/rom1504/img2dataset
https://github.com/rom1504/clip-retrieval
https://knn5.laion.ai


Connect

Our LAION Discord Server
https://discord.gg/nGuc6rGdqP 

Mail
contact@laion.ai

Website
https://laion.ai 

https://discord.gg/nGuc6rGdqP
mailto:contact@laion.ai
https://laion.ai

