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Textual Backdoor Attack

What is Textual Backdoor Attack? 

• Functions normally given benign inputs

• Produces certain outputs specified by the attacker when predefined triggers are activated
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Attack Scenarios
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Defense Stages
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Evaluation Frameworks

Previous Protocols:

• Measuring Attack Success Rate (ASR) & Clean Accuracy (CACC) for all attackers & defenders.

Deficiencies:

1). The evaluation protocols are not specialized for different scenarios.

2). The evaluation metrics are incomplete.



Evaluation Frameworks

Metrics for Poisoned Samples

• Effectiveness: Performance on poisoned and benign samples.

→ Metric: ASR, CACC.

• Stealthiness: Ability to avoid automatic or human detection.

→ Metric: Average Perplexity Increase (Δ𝑃𝑃𝐿), Average Grammar Error Increase (ΔGE).

• Validity: Semantic similarity between poisoned and original samples.

→ Metric: Universal Sentence Encoder Score (USE)



Evaluation Frameworks

Scenario-specified Evaluation Methodologies

• Dataset Param: the attackers need to control poison rate and label consistency.

• Transferability: testing attack performances on multiple tasks.

• Clean-tuning: fine-tune the victim models on clean datasets. 



OpenBackdoor

• Extensive implementations.

• Comprehensive evaluations.

• Modularized framework.



CUBE: A Simple Training-time Defense Model

Intuition Results



Thank You for your Attention!
Toolkit: https://github.com/thunlp/OpenBackdoor

Paper: https://arxiv.org/abs/2206.08514
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https://arxiv.org/abs/2206.08514

