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Simulated humanoid control

Emergence of Locomotion Behaviours

(Heess et al., 2017)
Catch & Carry (Merel et al., 2019) From Motor Control to Team Play (Liu et al., 

2022)

Obstacle navigation Catching objects Team soccer

• Simulated humanoid control allows for studying artificial intelligence via motor control

• Very difficult control problem

• High dimensional

• Discontinuous dynamics

• Easy to lose balance



Grounding skills with motion capture data

Human demonstration Kinematic playback in MuJoCo

• Motion capture (MoCap) data demonstrates what good humanoid motion looks like

• DeepMind’s MuJoCo-based repo dm_control contains 3.5 hours of MoCap data

• Still difficult: Must find joint torques that realize the MoCap data in the MuJoCo simulator



Our dataset

MoCapAct (Motion Capture with Actions)

• Clip snippet-tracking experts

• Rollouts from experts
• Proprioceptive observations, expert actions, 

value function estimates, etc.



Clip snippet expert and rollouts

• For each snippet, we train a 
snippet expert 𝜋𝑐(𝑎|𝑠, 𝑡) using 
PPO to track the snippet

• 2589 snippets → 2589 policies

• Took 50 years of wall-clock 
time to train all policies

• We rollout each snippet 
expert to collect humanoid 
observations, actions, value 
function estimates, etc.



Some behaviors in MoCapAct

Gray = MoCap clip

Bronze = our humanoid

Walking Jogging Salsa dance

Cartwheel Jumping kick



Where do I get MoCapAct?

• Link to dataset provided on the 
project website: 
https://microsoft.github.io/MoCapAct

• Dataset stored on Microsoft 
Research Open Data

• Experts are Stable-Baselines3 
PyTorch policies

• Rollouts are stored in HDF5 files

https://microsoft.github.io/MoCapAct


Example applications

Re-using learned skills for RL Motion completion

Red = motion prompt

Bronze = our humanoid

Gray = MoCap clip


