
 

 

 

 

“Language Models are Few-Shot Learners” 

 

 

GPT-3 is a powerful language model, the result of work by our paper’s 31 authors and many 

others at OpenAI and elsewhere who provided support. GPT-3 represents a significant shift 

from AI systems that rely on humans (via researchers) specifying training algorithms, to AI 

systems that are empowered to directly interact with humans using natural language. 

 

We set out to make a language model 10 times larger than any previous model, and out of this 

model emerged a new capability: “few-shot” learning—which enables a wide range of tasks 

simply by asking the model in words, or by providing a few examples, instead of “fine-tuning” 

with thousands of examples. This lends itself to a range of practical applications including 

semantic search and conversational question-answering. 

 

As with all increasingly powerful generative models, fairness and misuse are important 

concerns. We studied biases in GPT-3 around race, gender, and religion as a first step towards 

efforts to reduce these biases, and our follow-up work is ongoing.  

 

GPT-3 itself has a number of limitations. It isn’t good at some tasks, it is text-only, and we are 

probably approaching the limits of scaling. It will need to be combined with new ideas to address 

those issues, as well as the critical ethical issues mentioned above. 
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