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Objective 

Automatic, feed-forward model, to predict the 3d body  

shape and pose of multiple people, given a single input image 

Single input image Automatic 3d pose and 
shape reconstruction 

Challenges: multiple people, occlusions, depth ambiguities, difficult to 

formulate a single cost function and an integrated learning process 



MubyNet 

(Multi Body Net) 

• Formulate a single, feedforward model with discrete and continuous components 
• Multiple tasks: body joint detection, person grouping, pose and shape estimation 
• Integrated representation based on 3d reasoning at all stages 



Deep Volume Encoding 



Deep Volume Encoding 

Multi-stage architecture 



Limb Scoring 

Limb Scoring collects all possible kinematic 

connections between 2D detected joints 

and predicts corresponding scores 𝒄. 



Skeleton Grouping via B.I.P 



3D Pose Decoding & Shape Estimation 

M. Loper, N. Mahmood, J. Romero, G. Pons-Moll, and M. J. Black, “SMPL: A skinned multi-person linear model,” SIGGRAPH 



Results 

- Mean per joint 3d position error (in mm) on the Human3.6M dataset - 

- MPJ3DPE on the Human80k dataset - 

- MPJ3DPE on the CMU Panoptic dataset - 
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