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"Interesting!"
...and data can be used to estimate the mean.
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Sample mean of chosen arm \( \kappa \)
Q. Bias of sample mean?

\[ \mathbb{E} \left[ \hat{\mu}_\kappa(\mathcal{T}) - \mu_\kappa \right] \leq \textbf{or} \geq 0 ? \]
Nie et al. 2018

: Sample mean is **negatively** biased.
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This work
: Sample mean of chosen arm at stopping time is ...

\[ \mathbb{E} \left[ \hat{\mu}_k(\mathcal{T}) - \mu_k \right] \]

(a) **negatively** biased under ‘optimistic sampling’.

(b) **positively** biased under ‘optimistic stopping’.

(c) **positively** biased under ‘optimistic choosing’.
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**Theorem** [Informal]

Sample from arm $k$  \( \xrightarrow{\text{Increasing}} \) \( \frac{1(\kappa = k)}{N_k(\mathcal{T})} \)  \( \xrightarrow{\text{Decreasing}} \) Positive bias

Increasing

Decreasing

- Agnostic to algorithm
- Includes Nie et al. 2018 as a special case
- Positive bias under best arm identification, sequential testing
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