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A Network with  params can memorize if W W = Ω(N)
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Given a network, we define memorization capacity  as
C

C = max{N ∣ the network can memorize arbitrary N data points with dy = 1}
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Other results

- Tighter sufficient condition for memorizing in residual network


- SGD trajectory analysis near memorizing global minimum
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