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Internet Computer Vision

[2] Li, Johnson, Yeung. http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture11.pdf

Internet Data

[1] Karpathy. https://cs.stanford.edu/people/karpathy/cnnembed/

[1] [2]

http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture11.pdf
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Embodied Agents

[Chaplot et al. Object Goal Navigation using Goal-Oriented Semantic Exploration. NeurIPS-20]
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Internet vs Embodied Data
Static Internet data

Active Embodied data



Using Internet models for Embodied Agents
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False positives False negatives

Goal: Chair Goal: Toilet

[Chaplot et al. Object Goal Navigation using Goal-Oriented Semantic Exploration. NeurIPS-20]
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Embodied Perception
Active Embodied data



Perception-Action Loop
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Perception Action

Step 1. Self-supervised  
Active Exploration

Step 2. Self-supervised  
Visual Learning

We must perceive in order to move, but we must also move in order to perceive 
- Gibson (1979)
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3D Semantic Mapping

3D Semantic 
 Mapping
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Phase 2: Perception 
Training Mask-RCNN using spatio-temporal label propagation
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• Objective: Maximize perception model 
performance on unseen images in test 
scenes

• Metrics: 


• Object Detection AP50

• Instance Segmentation AP50

Experiments
• Gibson [2] dataset in Habitat simulator [1]

• 25 train and 5 test scenes


• Training:

• Action phase: 10 million frames in 

training scenes

• Perception phase: 1 trajectory of 300 

steps per scene

Action Perception

Generalization Train Train
Specialization Train Train + 1 episode test

[1] Savva et al. 2019, [2] Xia et al. 2018



Results
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Generalization Specialization

Method Object  
Detection

Instance  
Segmentation

Object  
Detection

Instance  
Segmentation

Pretrained Mask-RCNN 34.82 32.54 34.82 32.54
Random Policy + Self-training [1] 33.41 31.89 34.11 31.23
Random Policy + Optical Flow [2] 33.97 32.34 34.33 32.22
Frontier Exploration [3] + Self-training 33.78 32.45 33.29 32.50
Frontier Exploration + Optical Flow 35.22 31.90 34.19 32.12
Active Neural SLAM [4] + Self-training 34.35 31.20 34.84 32.44
Active Neural SLAM + Optical Flow 35.85 32.22 35.90 33.12
Semantic Curiosity [5] + Self-training 35.04 32.19 35.23 32.88
Semantic Curiosity + Optical Flow 35.61 32.57 35.71 33.29
SEAL 40.02 36.23 41.23 37.28

Self-Supervised 
Exploration

Single episode 
in test scene

Metric: AP50

[1] Yalniz et al. 2019, [2] Horn and Schunck. AI 1981, [3] Yamauchi. 1997, [4] Chaplot et al. ICLR 2020, [5] Chaplot et al. ECCV 2020



Perception-Action Loop
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Perception Action

Step 1. Self-supervised  
Active Exploration

We must perceive in order to move, but we must also move in order to perceive 
- Gibson (1979)

Step 2. Self-supervised  
Visual Learning

Step 3. Object-Goal 
Navigation



Results: Object Goal Navigation
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Gibson

Random

RGBD + Semantics + RL [1]

Classical Map + FBE

Active Neural SLAM [2]

SemExp [3]

SemExp + SEAL (Gen.)

SemExp + SEAL (Spec.)

0 0.175 0.35 0.525 0.7

0.627
0.611

0.544
0.446

0.403
0.159

0.004 0.004
0.049
0.124
0.145
0.199
0.323
0.331

Success Rate

[1] Mousavian et al. ICRA-19,  [2] Chaplot el al. ICLR-20, [3] Chaplot et al. NeurIPS-20

SPL



Results: Weak supervision
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Ground TruthMask RCNN
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