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Neural Architecture Search (NAS)

• Objective of Neural Architecture Search
Find the neural architecture 𝑥∗ with the highest performance 𝑓(𝑥)
given the search space 𝑋

𝑥∗ = argmax
"∈$

𝑓(𝑥)
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𝑓: 𝑋 → 𝑃



Previous NAS Approaches

• A naïve solution
• Estimate the performance mapping 𝑓(𝑥) through the full search space
• prohibitively expensive

• Predictor-based NAS [1]
• Learns a proxy predictor )𝑓(𝑥) to approximate 𝑓(𝑥) by sampling some 

architecture-performance pairs
• significantly reduces the training cost.

• In general, predictor-based NAS can be re-cast as a bi-level optimization 
problem:

𝑥∗ = argmax
"∈$

)𝑓 𝑥 𝑆 , 𝑠. 𝑡. )𝑓 = argm𝑖𝑛
%, '(∈ )*

7
+∈%

𝐿( )𝑓 𝑠 , 𝑓(𝑠))

3[1] Wei Wen, Hanxiao Liu, Hai Li, Yiran Chen, Gabriel Bender, Pieter-Jan Kindermans “Neural Predictor for Neural Architecture Search.” In European Conference on Computer Vision (ECCV), 2020.
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Proposed: WeakNASPrevious: Predictor-based NAS

WeakNAS jointly evolve the Sampling stage & Learning stage

Learning stage: Learning stage:

Sampling stage:Sampling stage:
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Optimal Sample SpaceNew Sampled Excluded

Proposed: WeakNASPrevious: Predictor-based NAS



Predicted Accuracy
Sample 80 within Top 100
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Sample 50 within Top 100 Sample 10 within Top 100

Uniformly sample M samples within Top N predictions by '𝑓
𝜺 = 𝑴/𝑵 control the Exploitation-exploration trade-off

Exploitation-exploration trade-off

More Exploration More Exploitation



Search Dynamics (t-SNE Visualization)
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Comparsion to SoTA on NAS-Bench-101
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Comparsion to SoTA on ImageNet (MobileNet Search Space)



Thanks!
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Code: https://github.com/VITA-Group/WeakNAS


