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Two Mysteries in Deep Neural Network:

1. What essentialminimum necessary) information inthe input do DNNs mainlyrely on to

make its classificatiorpredictions?
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2. Disentangle the adversarial perturbation innput space for adversarial detection and defense.
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Class Disentangle Results on Clean Data:

Training - o R(x) G ()
x 96.01(99.84) 92.68(99.65) 18.86(67.93)
R(x) 95.81(99.81) 96.20(99.82) 18.12(66.30)
G(z) 51.84(86.52) 25.67(68.98) 75.25(97.39)

Tab 1: Trainingon one part of CD- VAEand test on another part: Top-1 (Top-5). Y@ T @ "Ow

A The classifier trained onY(a) and wshare similar important class information

A Q) also contain some classrédundant ) information.

A The classifiers trained onY(¢) and "Qw) uses different class information.



Class Disentangle Results on
Clean Imagee vs.Adversarial Images e

A The adversarial perturbationmainly lies in
the class essential partY w .

A "o is not heavily distorted by
adversarial attack.

A Y & only capturessparse and critical
regions of each image.

Tab. Thea norm of each disentangled part.

Fig. The visualization of each disentangled part.



