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Two Mysteries in Deep Neural Network:
1. What essential(minimum necessary) information inthe input do DNNs mainlyrely on to 
make its classificationpredictions?
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2. Disentangle the adversarial perturbation in input space for adversarial detection and defense.
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Class Disentangled VariationalAuto- Encoder
(CD- VAE)

ὋὼȡClass- redundant part

ὼ ὋὼȡClass- essential part
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Tab 1: Training on one part of CD- VAE and test on another part: Top- 1 (Top- 5).

Class Disentangle Results on Clean Data:
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ÅThe classifier trained on Ὑὼ and ὼshare similar important class information.

ÅThe classifiers trained on Ὑὼ and Ὃὼ uses different class information.

ÅὋὼ also contain some class (redundant ) information.



Class Disentangle Results on 
Clean Image ●vs. Adversarial Image ●ᴂ:
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Fig. The visualization of each disentangled part.

Tab. The ὰnorm of each disentangled part.

Å The adversarial perturbation mainly lies in 
the class- essential part Ὑὼ.

ÅὋὼ is not heavily distorted by 
adversarial attack.

ÅὙὼ only captures sparse and critical 
regions of each image.


