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• Reliable yet efficient estimation of generalisation performance of a 
proposed architecture

Computation bottleneck of NAS

Search space Search Strategy Performance
Estimation

Arch A

Performance 
of Arch A

2(Elsken et al., 2019) 

Computation



• Reliability: how well the estimated performance correlates with the true test performance
• Costs: costs for computing the estimates and/or collecting architecture data for surrogate 

training/tunining
• A simple, cheap, theoretically-motivated, reliable solution: Training speed estimator (TSE)

Performance Estimation Methods
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Estimation Cost 

Reliability
Fully trained val. acc. 

Early stopped 
val. acc

Training speed 
estimator(TSE)

Learning curve extrapolation*

Surrogate prediction*

Weight sharing

Zero-cost 
proxies



• The generalisation performance of an architecture can be estimated via a simple 
measure of training speed, the sum of its SGD training losses over first T epochs

• Two variants of TSE to account for unstable dynamics in very early training:

Training Speed Estimator (TSE)
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Only consider the most recent E epochs Downweigh earlier training trajectory



• Training Speed and Generalisation
– Train faster (fewer optimization steps) ó generalize better (Hardt et al., 2016)
– No. of steps to reach certain training loss ó test performance (Jiang et al., 2020) 

Theoretical Motivations

5(Hardt et al., 2016; Jiang et al., 2021)
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Theoretical Motivations

6(Lyle et al., 2020)
Bayesian update steps

SGD training steps

• Training Speed and Generalisation
• Bayesian Marginal Likelihood of a model

– No need for validation data     



• Rank correlation: between estimated ranking and true test accuracy ranking
• Consistently outperform all competing estimators on a diverse set of search 

spaces and image tasks, with a small fraction of training budget 

Exp1: Rank Correlation with Generalization
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Our TSE estimator Zero-cost estimatorsSurrogate predictorEarly-stopped Val.
Accuracy/Loss

NASBench201-CIFAR100 NASBench201-ImageNet DARTS-CIFAR10 ResNeXt-CIFAR10
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• Rank correlation between estimator and true test accuracy
• Robust to various training set-ups on DARTS search space

– Optimal architectures under one training protocol may not remain optimal in another

Exp1: Rank Correlation with Generalization

8(Liu et al., 2019) 

Our TSE estimator Zero-cost estimatorsSurrogate predictorEarly-stopped Valid.
Accuracy/Loss

Lr = 0.025, Batch size = 96,
Lr_schedule = Cosine Annealing
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Lr = 0.05, Batch size = 128,
Lr_schedule = Cosine Annealing

Lr = 0.1, Batch size = 128,
Lr_schedule = Step Decay

Fraction of Complete-Evaluation Training Budget Tend



Exp2: Improve Query-based NAS
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• Evaluate architecture performance at each query using TSE-EMA (T=10) vs 
early-stopped val. Accuracy Val Acc(T=10) and fully-trained val. accuracy Val Acc(T=200)

• Significantly reduce search costs for different query-based search strategies

Bayesian Optimisation Evolutionary Algorithm Random Search

TSE-EMA (T=10)  x17

Val Acc(T=10)       x10

Val Acc(T=200)     x1

(Ying et al., 2019) 

No exploitation



Exp2: Improve One-shot NAS
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• Replace validation accuracy with TSE score for subnetwork evaluation

Phase 1 
Super-Network Training

Phase 2
Sub-Network(Architecture) Search

Evaluate each subnetwork by inherit corresponding super-net weights 
à compute valid. accuracy   

…

(Shi et al., 2020) 



Exp2: Improve One-shot NAS
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• Replace validation accuracy with TSE score for subnetwork evaluation

Phase 1 
Super-Network Training

Phase 2
Sub-Network(Architecture) Search

Evaluate each subnetwork by inherit corresponding super-net weights 
à compute valid. accuracy   
à compute TSE by train for B additional mini-batches*

* Remove the cost and need for running on validation data 

…

(Shi et al., 2020) 



Exp2: Improve One-shot NAS
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• Replace valid. accuracy with TSE score for subnetwork evaluation
à compute TSE by train for B additional mini-batches 

• Better estimate of the subnetworks’ true ranking* & Lead to better top architectures 
on both NASBench201(NB201) and NASBench301(DARTS) 

• Orthogonal to super-net training techniques (RandNAS, FairNAS, MultiPaths)

(Li et al., 2020; Chu et al., 2019; Yu et al., 2019) 
* When training the subnetwork from scratch 



Exp2: Improve Differentiable NAS
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• Use the gradient of validation loss TSE to update architecture parameters
à Improve search performance & Mitigate overfitting to skip-connect operation

• Modified DARTS(left) and DrNAS (right)

All operations become skip connect

NASBench201-CIFAR10 NASBench301-CIFAR10

(Liu et al., 2019; Chen et al., 2021) 



Summary
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• We propose a novel performance estimator, TSE :

• Paper link: https://arxiv.org/abs/2006.04492
• Code: https://github.com/rubinxin/TSE

Simple & Cheap
Easy to compute,

Require very small amount of training,
Model-free!

Theoretically-motivated 
Training speed, 

Bayesian marginal likelihood

Reliable & Robust
Good rank correlation on various search 

spaces, image tasks, training set-ups

General
Easily applicable to various NAS 

approaches, including query-based, 
one-shot, differentiable

https://arxiv.org/abs/2006.04492
https://github.com/rubinxin/TSE

