
Not too little, not too much:
a theoretical analysis of graph (over)smoothing

Nicolas Keriven
CNRS, GIPSA-lab



 

Graph Neural Networks: Message-passing
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Here we use classic mean aggregation:

Note that this is just with



 

Oversmoothing is a well known phenomenon “preventing” GNNs from being “too 
deep” in practice. E.g., for mean aggregation:

Oversmoothing vs Sufficient depth
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But... most analyses showing the power of 
GNNs take the limit             !
(not for mean aggregation, obviously)

- sufficiently deep GNNs are “Weisfeiler-
Lehman” powerful [Xu et al. 2019]

- some GNNs model a diffusion process that 
separates well data, etc

[Bodnar et al. 2022]
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But... most analyses showing the power of 
GNNs take the limit             !
(not for mean aggregation, obviously)

- sufficiently deep GNNs are “Weisfeiler-
Lehman” powerful [Xu et al. 2019]

- some GNNs model a diffusion process that 
separates well data, etc Can “good smoothing” and oversmoothing co-exist?

[Bodnar et al. 2022]



 

Settings: Ridge Regression and random graphs
Random graph model:
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Linear Ridge Regression     (paper: SSL) Goal: show there is      s.t.



 

Regression

Thm: if                  are “well-aligned” and    is large enough,      exists.

Regression settings:
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The small eigenvalues shrink faster 
than the large ones.
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Intuition:

Classification

Thm: if              are large enough and                   ,      exists.

The communities (initially) concentrate faster than they get close 
to each other.
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Summary, outlooks

● More realistic random graphs models
● More complex loss functions, learning methods...
● Actual GNN architectures!
● Link with existing work to combat oversmoothing, improvement?

We provided simple examples where beneficial 
smoothing and oversmoothing provably co-exist.

Outlooks
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