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Semantic	Anomaly	Detection

Sensory	Anomaly	Detection

Yang, Jingkang, et al. “Generalized out-of-distribution detection: A survey. ” ArXiv 2021



Sensory	Anomaly	
Detection

Source: https://paperswithcode.com/sota/anomaly-detection-on-mvtec-ad
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Bergmann, Paul, et al. "MVTec AD--A comprehensive real-world dataset for unsupervised anomaly detection." CVPR 2019.

Visual Inspection

Both	anomaly	detection	and	localization



Rely on A Common Assumption:
All training samples are anomaly-free.  
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Difficult to apply to actual inspection when:  

n Including noise from the inherent shift or human misjudgment

n Rapid deployment without enough time for data filtration 



Problem Setup. Noisy training data
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Anomaly localization performance on MVTecAD with 10% noise



Anomaly localization performance on MVTecAD with 10% noise

Visualization of the memory banks



Anomaly localization performance on BTAD without additional noise



Anomaly localization performance on BTAD without additional noise

Original	noisy	examples	in	(a)	MVTec AD	and	(b)	BTAD





n We study a unique but practical task— Unsupervised Sensory

Anomaly Detection with	Noisy Data.

n We	propose	a	patch-level	denoising	strategy	and a noise-robust AD

algorithm, SoftPatch, which construct a clean coreset and an efficient

detector according to the grouping noise discriminator.

n We	demonstrate	that SoftPatch performs	well	in	the	settings	with	

additional	noisy	data	as well as	the	general	settings	without	noise.
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