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Background: Applications

Open-ended Text Generation:

• Story Generation

• Poetry Generation

• News Article Creation

• Dialogue Systems



Background: Degeneration

Model output is unnatural and contains undesirable repetitions, i.e. the degeneration.



Current Solutions

• Sampling (e.g. top-k, nucleus sampling)
• Results are unrobust and irreproducible
• Intrinsic stochasticity causes semantic inconsistency

• Unlikelihood Training
• Harm the accuracy of the language model



Our Problem Analysis

Degeneration stems from the anisotropic distribution of model representations.



Our Solutions

• Calibrating the model representation space to make it follow an isotropic
     distribution. (SimCTG)
• Introducing contrastive search decoding algorithm that consists of two aspects:

• Selecting output from the most probable candidates
• Preserving a sparse similarity matrix of the generated text to avoid degeneration



SimCTG

Use contrastive training to calibrate the model’s representation space



Similarity Matrix Comparison



Contrastive Search

Contrastive search jointly considers (1) model predictions and (2) possibility of 
degeneration (i.e. try to maintain the sparseness of the token similarity matrix of 
the generated text). 



Experiment: Automatic Evaluation on Document 
Generation

• SimCTG + contrastive search outperforms strong baselines
• SimCTG + contrastive search achieves closer performance with human 

reference



Experiment: Human Evaluation on Document Generation

• SimCTG-large model + contrastive search achieves highest 
performance on three aspects of human evaluation



Experiment: Human Evaluation on Dialogue Generation

• SimCTG + contrastive search works best across the board
• Contrastive search works well on vanilla Chinese language model 



Heatmap Comparison



Relative Inference Latency



Generation Diversity vs Perplexity



Conclusion

To tackle the degeneration problem of neural text generation, we propose two 
techniques:

• SimCTG calibrates the model representation space to make it follow an 
isotropic distribution.

• Contrastive search generate diverse and coherent text by intergrating the model 
confidence and the degeneration penalty.



More Information and Follow-up Works 

• Contrastive Search Is What You Need For Neural Text Generation

https://arxiv.org/abs/2210.14140

• An Empirical Study On Contrastive Search And Contrastive Decoding For 
Open-ended Text Generation

https://arxiv.org/abs/2211.10797

• Momentum Decoding: Open-ended Text Generation As Graph Exploration



Questions and Discussions



Thank You!



Extension: Diverse Contrastive Search



Extension: Isotropic of Language Models

Most language models are isotropic



Extension: Isotropic of Language Models

Most language models are isotropic except for GPT2-Small and GPT2-
Medium


