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Over-Pessimism Problem of DRO

• The objective function of DRO:

min! sup
"∈𝒫(&!")

𝔼"[ℓ(𝑓! 𝑋 , 𝑌)]

• 𝒫(𝑃#$) is the distribution set defined via some distance metric as:

𝒫 𝑃#$ = {𝑄:𝐷𝑖𝑠𝑡 𝑄, 𝑃#$ ≤ 𝜌}

• When the testing distribution is included in 𝒫(𝑃()) , the testing performance 
is guaranteed.
• When the distribution set 𝒫(𝑃()) is overwhelmingly large, the learned 

model will predict with low-confidence.
Over-Pessimism



What Caused the Over-pessimism? 
—— from the distance metric perspective

Leverage the data geometry to form a more 
reasonable distribution set.



Geometric Wasserstein Distance

The density transfers smoothly 
along the data manifold.



Geometric Wasserstein DRO
• Objective function:

• Sample weights updating:



Jiashuo Liu
• Page: ljsthu.github.io
• Email: liujiashuo77@gmail.com
• Twitter: @liujiashuo77
• WeChat: jiashuo200819

mailto:liujiashuo77@gmail.com

