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Hi, I’m weitian huang, and today i’m excited to talk about the work on multi-view clustering from an information-theoretic perspective. 
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• Minimal: eliminate superfluous information from each view.

• Sufficient: contain task-related information at different levels of data.

Minimal   ＆ Sufficient

Multi-view Clustering:

Exploring low-dimensional embeddings for describing flexible multi-view data and revealing the hidden patterns.

Background
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So, at first, multi-view data are measured to observe the complex object from different angles, different modalities or different levels, and multi-view clustering aims to explore low-dimensional embeddings to characterize flexible multi-view data and reveal hidden patterns. According to the information bottleneck principle, the learned representations need to be minimal but sufficient.



• Information Bottleneck:

Sufficient Minimal

• Unsupervised Information Bottleneck:

Reconstruction Regularization
Connection to 𝛽𝛽VAE

• Deep clustering:

Connection to 𝐷𝐷𝐷𝐷𝐷𝐷 (𝛽𝛽 = 0 and 𝛾𝛾 = 1); 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 (𝛽𝛽 = 1 and 𝛾𝛾 = 1)
Cluster structure preserving

Variants of Information Bottleneck
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In the supervised setting, the information bottleneck is defined by maximizing the mutual information between embedding Z and label Y while minimizing the mutual information between Z and data X. However, in an unsupervised setting, where the labels are changed to the data themselves, it can derive to the variational lower bounds of information bottlenecks which is connected to betaVAE. And, it can perform clustering by minimizing the distance between the true posterior p(c|x) and the approximate posterior q(c|z) via KL divergence, which means preserving the clustering structure while inferring the categorical variable c via z. What is surprising is the connection to most deep clustering models such as DEC and VaDE.



(a) Special case

Related works: 

[1] MIB (ICLR 2021) 
Marco Federici, et al. “Learning robust representations via multi-view 

information bottleneck.” In ICLR, 2021. 

[2] DCP (TPAMI 2022) 
Yijie Lin, Yuanbiao Gou, Xiaotian Liu, Jinfeng Bai, Jiancheng Lv, and Xi 

Peng. “Dual contrastive prediction for incomplete multi-view 

representation learning.” IEEE Trans. Pattern Anal. Mach. Intell., 2022.

(b) General case

Generalized Information-theoretic Multi-view Clustering

Motivation
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For multi-view data, previous research only considered a special case, that is, task-related information only exists in the part shared by multiple views. As an example, in a computer vision scenario, in the two pictures, the cat is on the computer and on the sofa respectively. It is easy to conclude that the object of our attention is the cat. However, for more general cases, task-related information also exists in the view-specific part, which motivates us to propose the generalized information-theoretic multi-view clustering.



Comprehensiveness:

Concentration:

Cross-diversity:
(a) Comprehensiveness (b) Concentration

(c) Cross-diversity

Cross-diversity is sufficient for comprehensiveness and concentration.
(See Proposition 3.1 in the paper)

IMC: Information-based Multi-view Clustering
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We define three requirements for multi-view representation learning from the view of information theory, comprehensiveness, the learned representation preserves multi-view information as much as possible.
concentration, to compress the information of each view as much as possible
and cross-diversity. We demonstrate that Cross-diversity is sufficient for comprehensiveness and concentration respectively.
Finally, The IMC loss combines these three information items.





Multi-VAE scheme to solve IMC

Following VAE, we instantiate the IMC using deep neural networks and optimize it by leveraging SGVB and 
Monte Carlo sampling.

Encoders and Decoders:

illustration
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Next, we also introduce the KL divergence term to achieve clustering. And, for implementation, we follow the VAE framework, instantiate IMC using a deep neural network, and optimize it using SGVB and Monte Carlo sampling. Specifically, multiple encoders and decoders can be built from this, and finally it can be illustrated with a multi-view VAE framework.



Results

Ablation models:

(1) IMC-v1 reduces the item of information shift, i.e., β = 0.

(2) IMC-v2 sets γ = 0 to discard the KL divergence of the clustering item and uses k-means to perform clustering.

Limitations: The mathematical strategy for selecting the optimal trade-off parameters is a direction that 
can be studied in the future. 
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In order to investigate the contribution of each information term, we constructed two ablation models by setting beta=0 and gamma=0 respectively. We compared four multi-view benchmark datasets with four multi-view information clustering methods and the proposed model IMC achieved the best performance close. It is worth noting that a limitation of our model is that the choice of balance factor is not guided by mathematical strategy.



Thanks for your attention

Welcome to our poster session!
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Thanks for your attention and Welcome to our poster session!
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