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Composition: construction of complex models from simpler building blocks

● Large-scale general-purpose pre-training is becoming ubiquitous

● Need to re-use and adapt pre-trained models for new tasks

● Combining knowledge from multiple sources (models, datasets)

Composition → adjustment of sampling distribution

● Applications such as multi-objective molecule generation

● Need to explore trade-offs between multiple criteria

Model 1

Model 2
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Iterative Generative Processes

Image source: yoshuabengio.org/2022/03/05/generative-flow-networks

https://yoshuabengio.org/2022/03/05/generative-flow-networks/
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Compositional Sculpting: operations
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Distribution composition
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Composition: mixture & guidance
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GFlowNets: molecule generation
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GFlowNets: molecule generation



Conclusions

● New method for composing diffusion models or GFlowNets.

● Controllable compositions defined through observations of which base models generated a sample.

● Tractable sampling from compositions using classifier guidance on mixtures of base models.

code on GitHub

https://github.com/timgaripov/compositional-sculpting

More results in the paper:

● GFlowNets experiments (2D grid domain, molecular domain)

● Image generation with diffusion models (colored MNIST)

● Parameterized and N-ary composition operations

● Method details and analysis of operations


