
Semi-Supervised Contrastive Learning for Deep
Regression with Ordinal Rankings from Spectral

Seriation

NeurIPS 2023

Weihang Dai1, Yao Du1, Hanru Bai3, Kwang-Ting Cheng1, Xiaomeng Li1,2∗

1The Hong Kong University of Science and Technology
2HKUST Shenzhen-Hong Kong Collaborative Innovation Research Institute, Futian, Shenzhen

3Fudan University



• Brain age estimation from MRI aims to learn 

phenotypes (features) correlated with age

• Used for early detection of diseases such as 

Alzheimer's and Parkinson’s disease

• Existing contrastive learning methods for 

regression cannot use unlabeled data

Background
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Can we extend contrastive learning methods for regression to a semi-

supervised setting?
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Related Works
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• Contrastive learning methods for classification

• SimCLR, MOCO

• Set positive pairs as augmented inputs of 

same sample

• Contrastive learning methods for regression

• AdaCon, Ordinal Entropy [1]

• Requires labels in order to enforce distance 

relationships

Ordinal Entropy

Unsupervised Contrastive Learning

[1] Zhang, Shihao, et al. "Improving Deep Regression with Ordinal Entropy." arXiv preprint arXiv:2301.08915 (2023).



Main Idea – Recovering rankings from similarity matrix

• Contrastive learning leads features on 

unlabeled samples to also reflect 

label distance

• We can recover the ranking of 

unlabeled samples from their noisy 

similarity matrix through spectral 

seriation
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Finding optimal ranking given similarity matrix

• For similarity matrix 𝑆, where samples closer together have 
higher similarity values, spectral seriation finds the most likely 
ranking of samples

• Spectral seriation minimizes the following: 

argmin
𝑅

σ𝑖,𝑗 𝑆𝑖,𝑗 𝑅𝑖 − 𝑅𝑗
2
，

where 𝑅 is the rankings, 𝑆𝑖,𝑗 are entries in similarity 
matrix 𝑆

• 𝑅 is obtained through loss minimization and can therefore 
be robust to noise

Method – The Spectral Seriation Algorithm

The optimum point can be robust to shifts and 
perturbations in the surface
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Constraining similarity matrix and predictions for unlabeled samples

• Constraining similarity matrix for unlabeled samples

• We can use recovered sample rankings to constrain our similarity matrix for contrastive learning

• We ensure similarity values with respect to sample 𝑖 follow the same ordering inferred from derived 
rankings

where [i, :] denotes the ith row in the matrix, [i] denotes the ith value of a vector, rk denotes the

ranking operator, and ℓ is the ranking similarity function.

Method – Constraining feature and predictions for unlabeled samples
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Constraining similarity matrix and predictions for unlabeled samples

• Constraining similarity matrix  for unlabeled samples

• We can use recovered sample rankings to constrain our similarity matrix for contrastive learning

• We ensure similarity values with respect to sample 𝑖 follow the same ordering inferred from derived rankings 

where [i, :] denotes the ith row in the matrix, [i] denotes the ith value of a vector, rk denotes the

ranking operator, and ℓ is the ranking similarity function

• Constraining predictions for unlabeled samples
• Rankings from spectral seriation are error tolerant and can also be used to supervise predictions

where [i] denotes the ith value of a vector

Method – Constraining feature and predictions for unlabeled samples
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Method – Overall Framework (CLSS)
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Contrastive learning with spectral seriation

The total loss function of our method is:

where ,      and  represent the loss values of supervised regression, supervised contrastive loss, unsupervised contrastive 

loss, and unsupervised ranking loss.  ,    and are the corresponding loss weights



Method – Overall Framework (CLSS)
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Contrastive learning with spectral seriation



Method – Overall Framework (CLSS)
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Contrastive learning with spectral seriation



Method – Overall Framework (CLSS)
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Contrastive learning with spectral seriation



Results – Experiments

CLSS leads to more stable results and reduces reliance on healthy patients for labeled data
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Comparison with state-of-the-art on IXI brain age estimation dataset

• Validation on Brain Age estimation from MRI Scans



Results – Experiments

CLSS outperforms state-of-the-art semi-supervised deep regression methods for all settings

We train a model to solve the following PDE:
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Comparison with state-of-the-art on synthetic PDE dataset

• Synthetic dataset for non-linear operator learning



Results – Experiments

• CLSS outperforms state-of-the-art semi-supervised deep regression methods for all settings
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Comparison with state-of-the-art methods on AgeDB-DIR dataset

• Validation on Age-Estimation from photographs

• CLSS can also be applied effectively to natural image datasets
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