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Our Problem
Event data usually comes with texts, how to effectively use textual information for event prediction?

Formally, suppose we are given an event sequence 𝑠 !,# = 𝑘$@𝑡$, 𝑘%@𝑡%, … , 𝑘&@𝑡& , 𝑡' ∈ 𝑅, 𝑒' ∈ 𝐸, Our
goal is to predict the time 𝑡' and type 𝑘' of next event, with the knowledge of its ground-truth time
𝑘' or certain attributes of the type 𝑘𝑖 if the event has a structure (e.g., subject, predicate)



Our Key Idea: Integrate LLM into Event Prediction

Event Sequence Model
• propose predictions based on history
• a prediction may be time, type,
• or an attribute of type (e.g., predicate)
• most probable prediction under model 
may not be correct

Large Language Model
• guess causes for each proposal, via
few-shot abductive reasoning.
• each guessed cause works as a query
• retrieve similar events from history, as
evidence for this proposal

Ranking Model
• learn to score each combo of proposal
and retrieved evidence
• higher score = better compatibility
• rank proposals based on score
• model trained by contrastive learning



Prompt for LLM Abductive Reasoning 
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Experiments on Real Datasets
Event model proposes M predictions (time, type, or attribute of type)
• Our LLM-based framework reranks the M predictions
• RMSE (for time; lower = better): how close top-ranked time prediction is to the ground-truth time
• Mean rank (for type or attribute; lower = better): where the ground truth type/attribute stands in the list
• Our LLM-based method is significantly better than SOTA event model
• More results and analysis in paper
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