
Meta Learning (Bilevel optimization)

Gradient-based Meta Learning

ScalAble Meta learning Algorithm (SAMA)
Approximate base Jacobian as Identity1.
Use the exact adaptive update rule for u2.
Efficient distributed training3.
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