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Concerns for AI Safety and Alignment
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DecodingTrust: Trustworthiness Evaluation Platform

Goal: Provide the first comprehensive 
trustworthiness evaluation platform for LLMs
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Data:
• Cover eight trustworthiness 

perspectives

• Performance of LLMs on existing 
benchmarks (yellow blocks)

• Resilience of the models in adversarial 
/ challenging environments (e.g., 
adversarial system / user prompts, 
demonstrations, etc) (green blocks)

DecodingTrust: Trustworthiness Evaluation Platform
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Our generated 
challenging
data/prompts



Contributions
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● The first comprehensive and unified 
trustworthiness evaluation platform for LLMs

• Candidate models

• gpt-3.5-turbo-0301
• gpt-4-0314

● Easy-to-use toolkit with one-line code
https://github.com/AI-secure/DecodingTrust

• Llama 2 -7B-Chat
• Vicuna-7B
• Alpaca-7B
• MPT-7B
• Falcon-7B
• RedPajama-7B-

Instruct
• …



Overall Trustworthiness Assessment for different LLMs
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• No model dominate others on the 8 trustworthiness perspectives
• There are tradeoffs among different perspectives
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Key findings:
● Compared to LLMs without instruction tuning or RLHF, GPT-3.5 and GPT-4 have significantly reduced toxicity in the generation
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Key findings:
● Compared to LLMs without instruction tuning or RLHF, GPT-3.5 and GPT-4 have significantly reduced toxicity in the generation
● Both GPT-3.5 and GPT-4 can still generate toxic content with our carefully designed adversarial “jailbreaking” prompts, with probability 

surging to 100%
● GPT-4 is more likely to follow the instructions of “jailbreaking” system prompts, and thus demonstrates higher toxicity than GPT-3.5
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Key findings:
● GPT-3.5 and GPT-4, despite their strong performance on standard benchmarks, are still vulnerable to our adversarial attacks 

generated based on other autoregressive models (e.g., Alpaca)
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Key findings:
● GPT-4 surpasses GPT-3.5 on the standard AdvGLUE benchmark, demonstrating higher robustness
● GPT-3.5 and GPT-4, despite their strong performance on standard benchmarks, are still vulnerable to our adversarial attacks 

generated based on other autoregressive models (e.g., Alpaca), demonstrating high adversarial transferability
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Key findings:
● GPT-3.5 and GPT-4 can leak privacy-sensitive training data, such as email addresses
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Key findings:
● GPT-3.5 and GPT-4 can leak privacy-sensitive training data, such as email addresses
● Under few-shot prompting, with supplementary knowledge such as the targeted email domain, the email extraction accuracy can be 

100x higher

A-D means different prompt templates

unknown 
email 
domain

known 
email 
domain



Interactive Demos

More details in our website and papers:
 https://decodingtrust.github.io 
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Summary
• A comprehensive and unified platform on trustworthiness evaluations for LLMs
• Evaluation on GPT-3.5/4 and open-source LLMs on HF
• Provide new insights, open questions, and future directions for LLMs
• Data and code are public for reproducibility 
• Increasing collaborations and integrations

• Amazon FM Evaluation
• Anthropic
• National Labs

• Argonne 
• LLNL 

• …
More details in our website and papers:

 https://decodingtrust.github.io 

https://decodingtrust.github.io/

