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INTRO

How to build a multilingual sentiment model?
• single multi-lingual model vs. dedicated monolin-
gual models

• training vs. fine-tuning
• transfer learning between domains
• transfer learning between languages

METHOD

• comprehensive linguistic typology
•manual selection of 79 datasets from the pool of
350 published datasets

• benchmarking 11 models (training mode, domain
language, data modality, knowledge transfer)

RESULTS

•multilingual corpus of 79 high-quality sentiment
datasets in 27 languages

•multi-faceted benchmark
• open library for dataset access

DISCUSSION

• large singlemultilingual model can perform approx-
imately equally well for all languages

• all benchmarked models performed better when
fine-tuned rather than trained from scratch

• bigger is better, but fine-tuning helps smaller mod-
els to be competitive

• large variability of performance across data splits
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