
● Diverse coverage:

● Example problem: Given a classical model of the tritium atom with 
a nucleus of charge +1 and a single electron in a circular orbit 
of radius   , suddenly the nucleus emits a negatron and changes to 
charge +2. (The emitted negatron escapes rapidly and we can forget 
about it.) The electron in orbit suddenly has a new situation. 
Find the ratio of the electron's energy after to before the 
emission of the negatron (taking the zero of energy, as usual, to 
be for zero kinetic energy at infinite distance).
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ARB: Advanced Reasoning Benchmark for 
Large Language Models

● 1300 problems in multiple areas, 25% in math and physics
● Current models score badly!

1. Hard LLM benchmark 2. Rubric-based auto-evaluation 

● Problem: Self-evaluation 
with LLMs is unreliable

● Proposal: Multi-step 
rubric-based grading
○ 1. Get LLM-generated solution
○ 2. Generate rubric 

from reference solution
○ 3. Grade with GPT-4, 

following the rubric

● Example of the procedure: =>

● Results: surprisingly large 
correlation with human graders! 

3. Error analysis (GPT-4)

Contributions:
1. LLM benchmark with challenging math/physics problems with numerical, symbolic, and proof-like answers 
2. introduce a rubric-based eval approach that uses GPT-4 to score intermediate reasoning steps
3. novel framework for classifying reasoning errors made by LMs 

● Access the paper and the dataset here:

     arb.duckai.org


