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Limitations : Existing XAI methods

Use case: ICU mortality using organ-failure scores   

Proposed Method

Experimental Results
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Explanations

Loss = !1Lmort + !2Laux + !3Limp

Latent bottleneck Should preserve relevant information 

Aggregated knowledge, derived from 
input features

Associated with clinical outcome

Intermediate

Interpretable

Input features as units of interpretation
ü Interpretation changes with change in features.
ü Interpretation is less informative for high-dimensional data.

ü Mortality loss (binary cross-entropy)
ü Auxiliary loss (mean-squared error)
ü Imputation loss (mean-squared error)

Predict anticipated 
risk of mortality 

Predict anticipated organ-
failure risk scores  

Longitudinal prediction

Did the patient die 
of multi-organ 

failure?

Patient died due 
to creatinine, age, 

urine, …etc?

Less informativeHigh level = better

Contributions: Clinical concepts

Concepts: Sequential Organ Failure Assessment (SOFA)
• Extent of failure (risk scores) for organ systems.
• Tracks patient’s health status in ICU.
• 0 – 4 (higher = more risk of organ failure).

ü Expert-knowledge driven intermediate high-level concepts as units of explanation.
ü Deep learning framework to jointly predict and explain in end-to-end setting. 

Clinical outcome: ICU mortality
• At each point, predict mortality risk within next 24 hours
• Tracks patient’s health status in ICU.
• 0 – 4 (higher = more risk of organ failure).

Dataset: MIMIC IV
• 2043/22904  (8.9%) experienced in-hospital mortality.
• Time-series variable (n = 87) – lab tests and vital signs 

calculated at hourly time interval.

Self-explaining nature of  model does 
not sacrifice prediction performance

Computational 
cost is reasonable

• Drop concepts one at a time.
• Measure drop in prediction 

probability.
• Correlation between relevance 

scores and probability drop.

Relevance scores 
indicative of true 

importance of concept

As predicted probability of mortality rises, model is shown to pay more 
attention to anticipated respiratory, cardiovascular and hepatic failure

Concept-based explanations are clinically 
informative and interpretable for clinicians


