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Background - Attribute Bias
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Attribute bias is defined as the dependence between model prediction and protected attributes.
For example, in Colored MNIST, a benchmark dataset to study attribute bias, where the prediction target 
is digit and the protected attribute is color, given the spurious correlation between digit and color in training 
set, attribute bias causes the digit prediction to rely on color in testing set.
In general, ensuring a neural network is not relying on protected attributes for predictions is crucial in 
advancing fair and trustworthy artificial intelligence. 



Motivation - breaking point

33

Stronger attribute bias



Information-Theoretic bound
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𝑍: Learnt Feature 
𝑌: Target of Prediction (e.g., digit) 
𝐴: Protected Attribute (e.g., color)
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Information-Theoretic bound
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Extreme bias point H(Y|A)=0
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No method can effectively remove the bias I(Z;A) compared to 
baseline.
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Strong bias region H(Y|A)>0
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As bias strength increases, performance of all methods declines to 
baseline at the breaking point (shown by▲).
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Main Takeaways

1. When a protected attribute is strongly predictive of a target, 
attribute bias removal methods become ineffective.

2. Cautions against the use of attribute bias removal methods in 
datasets with potentially strong bias (e.g., small datasets) and 
motivates the design of future methods that can work even in 
the strong bias setting.
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Thank you!
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Paper & Code


