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Foundation Model Selection

• Swin-Transformer pre-trained on ImageNet-21K consistently outperforms others. 
• Advanced foundation models trained on natural images do not exhibit superiority in 

adaptation to few-shot clinical tasks.

observations:



Core Techniques

Fine-tuning with Partial Freezing LLM Guidance



Implementation

• Vision backbone: The officially implemented Swin-Transformer pre-trained 
on ImageNet-21K (named as swin-large_in21k-pre-3rdparty_in1k-384* in 
MMPretrain). 

• Language supervision: GPT-4 for contextualization, BERT pretrained on 
PubMed as the masked language model. 

• Optimizer: AdamW, batch size = 4, learning rate = 1e−4. Validation set for 
model selection. 

• Data augmentation: center cropping, random cropping, and random 
horizontal flipping. 

• Ensemble: Averaging the output scores of 2-4 models trained with different 
random seeds, class-wise ensemble, no TTA.
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From One-hot Labels to LLM-Contextualized
Semantic Guidance
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Severe Inconsistency in Optimal Early Stopping 
Time for Different Categories

 • Issue: In few-shot multi-label classification, some categories achieve optimal 
performance with very few iterations, and further iterations result in overfitting on those 
categories. Conversely, other categories may require many iterations to reach optimal 
performance.  

• Method: Class-wise Ensemble.
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