
LLM efficiency challenge: 
1 LLM + 1 GPU + 1 Day

Weiwei Yang -  Microsoft Research
Mark Saroufim - Meta



Our goal

Current LLMs:

1. Lack transparency and community
2. Lack meaningful evaluation metrics  
3. Lack hardware



Rules

1. Only approved base models
2. Most public datasets are allowed
3. Open source

4090 and A100 track



Everything is OSS

winner submissions https://llm-efficiency-challenge.github.io/leaderboard

evaluation code https://github.com/llm-efficiency-challenge  

https://llm-efficiency-challenge.github.io/leaderboard
https://github.com/llm-efficiency-challenge


Participation

1,400+ people on Discord

700+ successful submissions on Discord Leaderboard

182 teams



What is a good base model?

1. Scores well on standard eval datasets
2. Powers a popular consumer app
3. Generalizes better after seeing more data



Open vs closed eval

⅓ Open

● BigBench
● MMLU
● TruthfulQA
● CNN/DailyMail
● GSM8k
● BBQ

⅔ Closed

● ETHICS
● MATH
● Samsum
● corr2cause



We want to do it again!

Public open leaderboards are not enough

Communities are necessary for evaluation

Vibrant community of educators and tools

Docker and pip are not that reproducible of a combo

Eval and data tools are very early

Open to variants



Seeding the community

https://sebastianraschka.com/blog/2023/optimizing-LLMs-dataset-perspective.html



A place to clarify rules



A place to run evaluation jobs 



Data is all you need (from the 4090 track winners)

https://github.com/Upaya07/NeurIPS-llm-efficiency-challenge



Thank you!

https://llm-efficiency-challenge.github.io/sponsors



Thank you!
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● Geeta Chauhan
● Supriya Rao
● Artidoro Pagnoni
● Vicki Boykis
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● Davide Eynard

Advisors
● Sebastian Raschka
● Yifan Mai
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● Leshen Choshen
● Danylo Baibak
● Jean Schmidt
● Eli Uriegas
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https://llm-efficiency-challenge.github.io/organizers

https://llm-efficiency-challenge.github.io/advisors




