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• DOMINATE
• AnomalyDAE
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Generative Adversarial Network

One Class SVM

2 2ˆ ˆ(1 ) F FA A X X     L ‖ ‖ ‖ ‖

AE GAN L L L

2 2
2

1

1
2

n

i F
in




    h cL ‖ ‖

• GAAD
• AEGIS

• OCGNN

• TAM

Affinity Maxmization
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• Fail to analyze the problem from the partially labeled 
normal samples

• Fail to fully take advantage of the  two important priors 
about anomaly nodes – asymmetric local affinity and 
egocentric closeness
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The affinity between normal nodes is typically 
significantly stronger than that between normal and 
abnormal nodes. 

 

The representation of the outlier nodes should be 
closed to the normal nodes that share similar local 
structure as the outlier nodes

Left: An exemplar graph with the edge width 
indicates the level of affinity connecting two nodes. 
Right: GGAD aims to generate outliers (e.g.,         
and        ) that can well assimilate the anomaly 
nodes.
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vConstruct a new experimental setting, semi-supervised GAD 
(training on exclusively normal nodes) and establish a new 
benchmark by adapting existing unsupervised anomaly 
detection methods to this setting.

vAn outlier node generation based on the two important priors 
is proposed to enable the semi-supervised graph anomaly 
detection.

• These generated outlier nodes and the given normal nodes can then 
be used to build a binary classifier for the GAD task. 

Our success will rely on how much the outlier nodes are analogous to the real anomalies 
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An attributed graph can be denoted by                 ，where

The goal of semi-supervised GAD is to learn an anomaly scoring function  
               such that                                      given a set of labeled normal 
nodes             and no access to labels of anomaly nodes. 

All other unlabeled nodes, denoted by               , comprise the test data set.

( , , ) XG V E  1 , , Nv v V
N FX 

:f G  ( ) , ,n af v f v v v    V V

l nV V

\u lV V V

denotes the node set，   E V V denotes the edge set. {0,1}N NA

are node attribute and adjacency matrix.
and

• Evaluation Metric AUROC,  AUPRC
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• Obtain the embedding of nodes
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Employ a GCN due to its high efficiency
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• Neighborhood-aware outlier initialization

We sample a set of  normal 
nodes from       and respectively 
generate an outlier node for 
each of them based on its ego 
network.

is a mapping function determined by parameters  g
that contain the learnable parameter  d dW 

lV
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• Local Node Affinity Calculation

• Enforcing the Structural Affinity Prior

      and       are the sets of abnormal 
nodes and normal nodes
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• Solely using this local affinity prior may distribute far 
away from the normal nodes in the representation space.

•  Egocentric closeness prior-based loss
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• Binary cross-entropy loss function

• Total loss function

• Egocentric Closeness Prior

• Structural Affinity Prior
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(a-c) t-SNE visualization of the node representations and 
(d-f) histograms of local affinity yielded by GGAD and its 
two variants on a GAD dataset T-Finance.
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The overview of GGAD 

• The generated outlier nodes are treated as negative samples 
to train a discriminative one-class classifier



SMU Classification: Restricted

During inference, we can directly use the inverse of the prediction of 
the one-class classifier as the anomaly score:

where     is the learned parameters of GGAD. 

   *score 1 ;j jv   h

*

Since our outlier nodes well assimilate the real abnormal nodes, they are 
expected to receive high anomaly scores from the one-class classifier.
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Datasets Type #Node #Edge #Attribute Anomaly Rate
Amazon  Co-review 11,944 4,398,392 25 6.9%

T-Finance Transaction 39,357 21,222,543 10 4.6%

Reddit Social Media 10,984 168,016 64 3.3%

Elliptic Bitcoin Transaction 46,564 73,248 93 9.76%

Photo Co-purchase 7,535 119,043 745 9.2%

DGraph Financial Networks 3,700,550 73,105,508 17 1.3%

Table 1.  Key statistics of the six datasets used in our experiments
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Table 2.  AUROC and AUPRC on six GAD datasets. The best performance per dataset is boldfaced, 
with the second-best underlined. ‘/’ indicates that the model cannot handle the DGraph dataset
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AUPRC w.r.t. contaminationAUPRC results w.r.t the size of training normal 
nodes. ‘Baseline’ denotes the performance of 
the best unsupervised GAD method



SMU Classification: Restricted

q Importance of the Two Anomaly Node Priors

q GGAD vs. Alternative Outlier 
Node Generation Approaches

v Random
v Nonlearnable Outliers (NLO)
v Gaussian Perturbation
v Noise and GaussianP
v VAE and GAN

 Table 4. GGAD vs. alternative outlier generators

Table 3. Ablation study on our two priors
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We incorporate the outlier 
generation into existing 
unsupervised methods to 
demonstrate the generation in 
GGAD can also benefit the 
existing unsupervised methods

Table 5. GGAD enabled unsupervised methods
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v We investigate a new semi-supervised GAD scenario where part 
of normal nodes are known during training.

v  To fully exploit those normal nodes, we introduce a novel outlier 
generation approach GGAD that leverages two important priors 
about anomalies in the graph to learn outlier nodes that well 
assimilate real anomalies in both graph structure and feature 
representation space.

v The quality of these outlier nodes is justified by their effectiveness 
in training a discriminative one-class classifier together with the 
given normal nodes.


