
Lips Are Lying: Spotting the Temporal 
Inconsistency between Audio and Visual in 
Lip-Syncing DeepFakes

Abstract

Blue components represent our main modules in LipFD. The input image was generated
by pre-processing, which consists of 𝑇 frames in the target video and their audio
spectrogram. (a) The aim of Global Feature Encoder, a self-attention model, is to extract
long-term information between video frames and audio, finding unreasonable
correspondences between lip movements and audio. (b) 𝐸!" encodes three series of
crops, focusing on different parts for each region, and concatenates them with global
feature 𝐹! . (c) The Region Awareness module assigns corresponding weights to the
features based on their importance. (d) All features are fused together into a unified
representation 𝐹 based on their respective weights for final inference.

DeepFake technology has advanced in high-quality video synthesis but poses
significant security risks. Lip-forgery videos, which don’t alter identity or show
visual artifacts, challenge existing detection methods, often causing them to
fail. We introduce a novel approach for identifying them by detecting
inconsistencies between lip movements and audio. Our method achieves over
95.3% accuracy in detecting LipSync videos and up to 90.2% in real-world
scenarios. Our main contributions can be summarized as follows:

• We propose LipFD, the first method dedicated to LipSync detection.
• We unveil a key insight that exploits the discrepancies between lip

movements and audio signals for fine-grained forgery detection.
• We construct the first large scale audio-visual LipSync dataset

AVLips, with up to 340,000 samples

Overview of LipFD framework

Consistency between lip movement and audio

(a) shows the correlation between lip movements and corresponding
spectrogram in genuine pattern. When the woman starts talking, the middle and
high frequencies in the spectrum are lighted. Over time, the energy gradually
fades and shifts from middle to lower frequencies. (b) the first two frames show
a highlighted high-frequency spectrum, contradicting the man not speaking. In
the third frame, an unexpected lip opening appears at the darkest part of the
spectrum. The mouth cannot change so drastically within a single frame, and
this lip shape contradicts the spectrum information.
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Table 1: Cross-datasets validation. Results on AVLips, FF++, and DFDC are 
reported, including acc, ap, fpr and fnr. The best result is highlighted in bold, while the 
second-ranking one is underscored. Throughout the entire experiment, the threshold for 
the AP metric was set to 0.5.

Pipeline of our model.

Robustness against various unseen corruptions. Average AUC scores across
five intensity levels for various corruptions.

Performance in real scenarios. The x-axis represents network delay time, where
a higher delay indicates a degradation in image transmission quality and clarity.
Consequently, this degradation adversely impacts the audio-video
synchronization in WeChat video calls.

To the best of our knowledge, the majority of public DeepFake datasets consist
solely of videos or images, with no specialized one specifically dedicated to
LipSync detection available. To fill this gap, we construct a high-quality Audio-
Visual Lip-syncing Dataset, AVLips, which contains up to 340,000 audio-visual
samples generated by several SOTA LipSync methods.

AVLips: A high-quality audio-visual dataset for 
LipSync detection


