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Background EEG-fMRI

EEG

Pros:
• Direct measure of brain electrical activity
• High temporal resolution
• Cheap, easy to collect
• Can be portable (Mobile EEG cap)

Cons:
• Low spatial resolution
• Low SNR
• Limited depth

Other challenges:
• The projection from neural activity to fMRI hemodynamic 

responses is only partially understood.
• HRF varies significantly across different brain regions and 

between individuals.

fMRI

Pros:
• High spatial resolution
• 4D brain mapping
• Precise localization of brain activity, including in deep 

brain regions

Cons:
• Very expensive to purchase and operate
• Hemodynamic blurring
• Low temporal resolution
• Incompatibility with metal implants
• Loud sound

(Chang and Chen, 2021)
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* The EEG signals displayed here are zero-mean and 
average-referenced for visualization purposes.
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NeuroBOLT

NeuroBOLT - Overview

• A sequence-to-one model without relying on predefined assumptions about hemodynamic delay between fMRI and EEG.
• Taking EEG window as input and learn its projection to the corresponding fMRI value in a defined ROI.



NeuroBOLT - Overview
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NeuroBOLT - Overview
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Multi-scale Spectral Feature Embedding

8* Please see the ablation study  in our paper.



NeuroBOLT - Overview
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Resting-state Dataset
• Simultaneous EEG-fMRI data: 29 scans from 

22 healthy volunteers
• Scan duration: 20 minutes
• During these scans, subjects rested passively 

with eyes closed.

fMRI ROIs:

Middle frontal gyrus anterior

Precuneus anterior

Cuneus

Heschl’s gyrus

Putamen
Thalamus

Global signal

Experiments:
• Intra-subject prediction: Train and test on data from 

the same scan.
• Inter-subject prediction: Train on a set of scans from 

multiple subjects and test on completely unseen 
scans from different subjects.

Results – Resting-state fMRI prediction
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* Please refer to the paper for detailed results.

• Achieved consistent better performance compared with other EEG encoding 
frameworks and EEG-fMRI translation baselines.



Results – Resting-state fMRI prediction

Resting-state Dataset
• Simultaneous EEG-fMRI data: 29 scans from 

22 healthy volunteers
• Scan duration: 20 minutes
• During these scans, subjects rested passively 

with eyes closed.

fMRI ROIs:

Middle frontal gyrus anterior

Precuneus anterior
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Thalamus

Global signal

Intra-subject Prediction

Inter-subject (unseen scan) Prediction

Experiments:
• Intra-subject prediction: Train and test on data from 

the same scan.
• Inter-subject prediction: Train on a set of scans from 

multiple subjects and test on completely unseen 
scans from different subjects.

11* Only the scans with median performance are presented here. For additional prediction examples, please refer to Appendix F in our paper.



Results – Generalization performance

Auditory Task Dataset
• Simultaneous EEG-fMRI data: 16 scans from 10 healthy volunteers
• Scan duration: Each scan lasted either 17.5 or 24 minutes 
• During these scans, binaural tones were delivered with randomized 

inter-stimulus intervals.
• Task data are collected at a different site.

Experiments (unseen task-scan prediction):
• Zero-shot prediction: Evaluate the model's performance on task-based 

data using a model pretrained solely on resting-state data, without any 
task-specific training.
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* Please refer to the paper for more results for task-condition data.
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* Please refer to the paper for more results for task-condition data.

• Zero-shot prediction using model trained on resting-state data achieved even 
better average performance compared with the model that was trained on only 
on task fMRI. 



Conclusions and takeaways

• We propose NeuroBOLT, a generalizable framework for translating raw EEG time series to the 
corresponding fMRI activities.

• Experimentally, NeuroBOLT ahieves consistent SOTA performance on subject-dependent and unseen-scan 
prediction for both resting-state and task condition data.

NeuroBOLT supports:
• Any configuration of EEG electrodes as input when training from scratch.
• Any subset of the existing EEG electrode configuration if using pretrained version of the model.
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