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Out-of-Distribution Detection
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• Given data samples , determine if a test sample .


• Deep neural networks shown to be overconfident on OOD samples.


• Train a generative model  from  and evaluate .


xtrain ∼ p(x) xtest ∼ p(x)

pθ(x) xtrain pθ(xtest)

p(x)

xtest

But likelihoods do not work!



Motivation: Scores for OOD Detection
• Assume two distributions  and  and their respective score estimates  and ϕ0(x) ψ0(x) ϵϕ ϵψ
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•  different for different distributions => an OOD statistic, but we only have .


• Key insight: a single model can approximate scores for multiple distributions!

∑
t

| |ϵID − ϵOOD | |2 ϵID



DiffPath
• DDIM ODE:
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• Measure the first ( ) and second ( ) derivatives of 

the diffusion path for OOD detection

∑
t

| |ϵ | |2
∑

t

| |dϵ/dt | |2

DDIM Inversion



Pseudocode of DiffPath

5



Experimental Results
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Summary
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Uses a single model across tasks as opposed to conventional methods 
requiring individually-trained models.


Propose to measure rate-of-change and curvature of diffusion paths for 
OOD detection.



For More Information
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https://tinyurl.com/diffpath-paper https://tinyurl.com/diffpath-code

alvin.heng@u.nus.edu or harold@comp.nus.edu.sg 
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