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How much “self-taught” processes in recognition? 
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to-mo-r-ro-?

Pseudo labels

http://www.youtube.com/watch?v=MU5L9rIOaqw


Self-Taught Recognizer?
In this work …

● Could we model this “Self-Taught” process for voice understanding?
○ Robust Automatic Speech Recognition (ASR)
○ Speech Translation (ST)

●  How little labeled data we need if we could indicate 
○ Confidence scores 
○ Attentive scores 
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 Task: Unsupervised Adaptation for Speech-to-Text Decoding
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Unlabeled transcription 
(90%)

Labeled transcription 

○ C: Confidence scores

○ A: Attentive scores

Iteratively “self-taught” 
label



Our Contributions in this Work

1. We direct our focus on source-free UDA in ASR & ST, where only a pre-trained 
model and unlabeled speeches are required to adapt to specific target domains.

2. We introduce a self-training approach called STAR that includes a new indicator 
to evaluate the pseudo-label quality and achieve informed fine-tuning,

3. STAR effectively avoids the common catastrophic forgetting problem in 
adaptation. 
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I. Introduce Self-Taught Recognizer (STAR)
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● labeled speech 
    (source)

unsupervised domain
adaptation (UDA)

○ unlabeled speech (i)

large speech model

○ unlabeled speech only (source-free) (ii)

🧊 frozen 

pseudo labels UDA
with ★ STAR 

🔥 tuning

    ★ STAR 

● Selected samples



II. Confidence & Attentive Scores in Speech-to-Text Decoding (1/2)
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Transformer-Based  
Speech Model

○ C: Confidence scores

○ A: Attentive scores



II. Confidence & Attentive Scores in Speech-to-Text Decoding (2/2)
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○ C: Confidence scores ○ A: Attentive scores



II. STAR Indicator: Reliable and Stable (1/2)

activation functions

meta-thresholds 

○ C: Confidence scores
○ A: Attentive scores
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focal loss style smooth



II. STAR Indicator: Reliable and Stable (2/2)

○ C: Confidence scores
○ A: Attentive scores
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or LST

*Monte Carlo Sampling



III. STAR Case Study
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Normalized cross-entropy (NCE)

Common voice hindi accent English
ID: “en_19795319”



III. STAR Case Study
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Normalized cross-entropy (NCE)

Common voice hindi accent English
ID: “en_19795319”



III. STAR Indicator is Effective cross Noisy Datasets 
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III. STAR Indicator works for both Whisper & RNN-T
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Conformer RNN-T



III. STAR Indicator is Sample-Efficient
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III. STAR works for Multilingual Speech Translation Tasks

Backbone 2.3B Model - SeamlessM4T (Meta)
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