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Machine Learning – A Visual Perspective

• Red: Model space
• Blue-grey: Sample space
• Machine Learning: Find closest

model fit to realized sample

Figure replicated from Jerome H. Friedman, Robert 
Tibshirani und Trevor Hastie: “The Elements of Statistical 
Learning”
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Online Learning

• Online Learning: Realized sample 
changes, and so does the model fit
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Reciprocal Learning

• Observation: Many algorithms 
change the sample themselves

• Sample changes in response to the 
fit

• Grey ellipse: restriction of sample 
space in t through realization in t-1

• Sample in t depends on model in t-1 
and sample in t-1. 
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Example: Self-Training 

Iteration 1 Iteration 2

Sketch of Self-Training in Semi-Supervised Learning 
for Binary Classification



6

Reciprocal Learning: Outline of Paper
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Convergence: Lipschitz Is All You Need



8

Data Regularization
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Thank You for Your Attention!
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