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Background: Self-Speculative Decoding
There is a trade-off between token acceptance rate and drafting efficiency

• The conventional approach of training separate draft model to achieve a
satisfactory token acceptance rate can be costly and impractical.

• To mitigate these costs, several studies have proposed self-drafting methods
that do not rely on external drafter models.

• Although Medusa and REST could generate draft tokens efficiently, however,
the token acceptance rate is not always satisfactory.

• Focusing exclusively on the token acceptance rate without considering the
latency of generating draft tokens can lead to suboptimal speedup ratio.

Experiments

CodeKangaroo：Lossless Self-Speculative Decoding for
Accelerating LLMs via Double Early Exiting

Early Exiting as Self-Drafting Model

Drawing inspiration from early exiting, we directly extract hidden states from a fixed
shallow sub-network of the target LLM

Note that there is a representation gap between the shallow sub-network and full
model. Therefore, we train a lightweight and efficient adapter to bridge this gap

We keep the residual connection and the multi-head attention module but remove
the FFN in a standard transformer block. Besides the shallow sub-network,
Kangaroo also reuses the LM Head of the target model to get the final distribution

Finally, we train the adapter with cross entropy loss

The Second Early-Exit: Dynamic Drafting Steps

As shown in following figure, the difficulty of predicting the next token varies across
different contextual scenarios, necessitating the design of a token-wise dynamic
drafting strategy. Fortunately, we observe a strong correlation between the small
model’s confidence level for the current sampled token and the likelihood that the
token will be accepted by the big target model. Therefore, we stop drafting once the
top-1 probability on the self-drafting model falls below a predefined threshold:

We also generalize the early stopping mechanism of Kangaroo in single-sequence
decoding to tree decoding, where both the tree depth and node selection at each level
of the tree are token-wise dynamic.
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