
a) High Quality on Commonsense Reasoning:

b) High Quality on Arithmetic Reasoning:
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Introduction
Why using S2FT instead of Full FT or LoRA?

Structured Sparse Fine-Tuning (S2FT), is a family of PEFT methods 
for LLMs that achieves high quality, efficient training, and scalable 
serving simultaneously. Compared to LoRA, S2FT offers several key 
advantages: (i) High Quality: enhanced generalization ability on 
both commonsense and arithmetic reasoning with 4.6% and 1.3% 
average improvements, (ii) Efficient Training: 10% reduced training 
time and memory, (iii) Scalable Serving: effective fusion, fast switch, 
and efficient parallelism when serving multiple adapters. These 
features are particularly valuable for the large-scale, real-world 
deployment of foundation models in various domains.

Experimental Results

Observation
Sparse FT demonstrate better generalization ability.

The counterintuitive observation that selecting channels with the smallest 
activations leads to improved performance further support this finding.

c) High Quality on Instruction-Following :

d) Efficient Training with varying sequence lengths and batch sizes :

+

Method
Discover Coupled Structures in LLMs.

e) Scalable Serving through effective adapter fusion:

f) Scalable Serving through fast switch and efficient parallelism:

Available sources:
o Code: https://github.com/Infini-AI-Lab/S2FT
o Blog: https://infini-ai-lab.github.io/S2FT-Page/
o Paper: https://arxiv.org/abs/2412.06289

https://github.com/Infini-AI-Lab/S2FT
https://infini-ai-lab.github.io/S2FT-Page/
https://arxiv.org/abs/2412.06289

