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Passive-Aggressive (PA) method [Crammer et al., 2006]

* A popular online algorithm used for regression problems involving streaming data.

¢ Update parameters in a passive-aggressive manner based on whether the error
exceeds a predefined threshold:

. 1 2 .
W1 = argmin — ||lw—wy|[3 subjectto £, (w; (X¢, ¥¢) =0,
weRN
where ¢, is the e-insensitive hinge loss function defined as follows:
0 |wa— y|=se
. (w;(x, =
e (wi(x.7)) { |wix—y|-¢ otherwise.

@ Challenge 1: PA struggles with determining the optimal threshold ¢.
® Challenge 2: PA cannot adapt well to side information, limiting its potential performance.

Adaptive Passive-Aggressive Framework for Online Regression with Side Information



Methodology

Reformulate PA

We regard the weight selected by PA as a function of € as follows:

-
. Wy |w; x;—yi|l <€,
Wei(e) =

w; +sign [y, —wlx;|7,x, otherwise,
where

Tt:{(|W;TXz—Yr|—6)/|IxtII§ (PA)
(wlxe—ye| —€)/(Ix ]2+ 5)  (PA-ID).

For the regression problem with constraints #/, the final weight is:
W41 () = arg min [[w— W1 (€)|[2. )

weW

HKUST Adaptive Passive-Aggressive Framework for Online Regression with Side Information 3/11



Methodology

Passive-Aggressive with Side information (PAS) framework

* Weight selection: PAS integrates the side performance /,(-) into the weight
selection:

1 . .
W;4+1(€) = arg min (hz(w) + —lw—Wgyq (8)II§) = prox, ;, W41 (€)),
wewW 21

considering the trade-off between tracking accuracy and side performance.

* Loss function: The infimum defined by w; . (¢€) is essentially the Moreau Envelope,
which we define as the loss function with respect to &:

= Mpp, Wei1(8)).

1 _
ht(w)+ﬁ||w—wt+1(e)||§

0= ng
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Methodology

Assumption 1. The feasible domain 9 of the parameter € is bounded with 2 = [v, D].
Assumption 2. The subderivatives of f;(€) is bounded, such that supeg te1)10f(€)| < G.

Adaptive PAS (APAS)

* APAS dynamically update the value of € based on the designed loss function f;(€).
* Under Assumptions 1 and 2, £, is updated as follows:

€1 =g [e:—n:8i(eD)],

T

where I1g [¢€] = min {max{e, v}, D}, n; = GW and {; =g [[w] x; - y/|]. Here, & (¢)

is:

- fle© ife <y,
g:(e) = .
max{0,0_ f;({;)}  otherwise.
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Adaptive PAS (APAS)
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Figure 1: Adaptive learning scheme of APAS.
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Regret Analysis of APAS

Theorem

Under Assumptions 1 and 2, the updating scheme of € achieves the following regret
bound for T = 1:

T T D3G2
Rr =} fie)-min} fi(e)=<2 Tﬁ= o),
=1 €€7 11

where D, v, and G are constants defined in Assumptions 1 and 2.
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Experiment - Synthetic Data
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cumulative return of different methods. parameters and APAS.

Figure 2: Comparison of tracking error and excess cumulative return on the synthetic dataset.
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Experiment - Real Market Data
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Figure 3: Tracking error and excess cumulative return over time 7 for different methods on S&P
500 dataset.
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Thank you!
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